
UCRL-ID-142744-01

Laser Science &
Technology Program
Annual Report- 2001

H.L. Chen

May 9,. 2002

U.S. De=artment of Energy

1"
Lawrence
Livermore
National
Laboratory

Approved for public release; further dissemination unlimited



DISCLAIMER

This document was prepared as an account of work sponsored by an agency of the United States
Government. Neither the United States Government nor the University of California nor any of their
employees, makes any warranty, express or implied, or assumes any legal liability or responsibility for
the accuracy, completeness, or usefulness of any information, apparatus, product, or process disclosed, or
represents that its use would not infringe privately owned rights. Reference herein to any specific
commercial product, process, or service by trade name, trademark, manufacturer, or otherwise, does not
necessarily constitute or imply its endorsement, recommendation, or favoring by the United States
Government or the Uniyersity of California. The views and opinions of authors expressed herein do not
necessarily state or reflect those of the United States Government or the University of California, and
shall not be used for advertising or product endorsement purposes.

This work was performed under the auspices of the U. S. Department of Energy by the University of
California, Lawrence Livermore National Laboratory under Contract No. W-7405-Eng-48.

This report has been reproduced directly from the best available copy.

Available electronically at http://www.doe.gov/bridge

Available for a processing fee to U.S. Department of Energy
and its contractors in paper from

U.S. Department of Energy
Office of Scientific and Technical Information

P.O. Box 62
Oak Ridge, TN 37831-0062
Telephone: (865) 576-8401
Facsimile: (865) 576-5728

E-mail: reports @ adonis.osti.gov

Available for the sale to the public from
U.S. Department of Commerce

National Technical Information Service
5285 Port Royal Road
Springfield, VA 22161

Telephone: (800) 553-6847
Facsimile: (703) 605-6900

E-mail: orders @ ntis.fedworld.gov
Online ordering: http://www.ntis.gov/ordering.hl~m

OR

Lawrence Livermore National Laboratory
Technical Information Department’s Digital Library

http://www.llnl.gov/tid/Library.html





i

I

I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
l

FOREWORD

The Laser Science and Technology (LS&T) Program Annual Report 2001 provides documentation of the
achievements of the LLNL LS&T Program during the April 2001 to March 2002 period using three formats: (1)
an Overview that is a narrative summary of important results for the year; (2) brief summaries of research and
development activity highlights within the four Program elements: Advanced Lasers and Components (AL&C),
Laser Optics and Materials (LO&M), Short Pulse Laser Applications and Technologies (SPLAT), and High-
Energy Laser System and Tests (HELST); and (3) a compilation of selected articles and technical reports 
lished in reputable scientific or technology journals in this period. All three elements (Annual Overview,
Activity Highlights, and Technical Reports) are also on the Web: http://laser.llnl.gov/lasers/pubs/icfq.html.

The underlying mission for the LS&T Program is to develop advanced lasers, optics, and materials tech-
nologies and applications to solve problems and create new capabilities of importance to the Laboratory and
the nation. This mission statement has been our guide for defining work appropriate for our Program. A major
new focus of LS&T beginning this past year has been the development of high peak power short-pulse capa-
bility for the National Ignition Facility (NIF). LS&T is committed to this activity.

Questions and comments relating to the content of this report should be addressed to the Laser Science
and Technology Program Office, Lawrence Livermore National Laboratory, P.O. Box 808, L-482, Livermore,
CA 94551.

Dr. Lloyd Hackel
Program Leader
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1. LASER SCIENCE AND TECHNOLOGY PROGRAM

Final Optics Assembly
simulated in target bay.

Overview

The and Technology (LS&T)
Laser,ScienceProgram s mission is to develop advanced

solid-state lasers, optics, materials technolo-
gies, and applications to solve problems and
create new capabilities of importance to the
Nation and the Laboratory. A top, near-term
priority is to provide technical support and core
competencies to the National Ignition Facility
(NIF) to ensure commissioning success.

The primary objectives of LS&T activities
in fiscal year (FY) 2001 have been threefold-
(a) to support deployment of hardware and 
enhance lasers and optics performance for NIF,
(b) to develop advanced solid-state laser sys-
tems and optical components for the
Department of Energy (DOE) and the
Department of Defense (DoD), and (c) 
invent, develop, and deliver improved concepts

and hardware for other government agencies
and U.S~ industry. Special efforts have also
been devoted to building and maintaining our
capabilities in three technology areas: high-
power solid-state lasers, high-power optical
materials, and applications of advanced lasers.
LS&T activities during FY2001 focused on
eight major areas:
1. NIF Project--LS&T led major advances in

technology and optical component develop-
ment to improve the lifetime of 3co UV
optics and enhance NIF’s operations and
performance capabilities.

2. Stockpile Stewardship Program (SSP)---LS&T
completed two ~/dvanced solid-state laser sys-
tems for SSP at the Sandia National Laboratories
(SNL) in Albuquerque, New Mexico. Both
lasers are currently operated by SNL to
support experiments on SNL’s Z-machine.
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3. High-energy-density physics and inertial
fusion energy--LS&T continued develop-
ment of kW- to MW-class, diode-pumped,
solid-state laser (DPSSL) drivers.

4. Department of Defense (DoD)--LS&T
developed and demonstrated a 13-kW
average-power heat-capacity laser as part of
a longer term effort to develop a 100-kW-
class solid-state heat-capacity laser (SSHCL)
for missile defense.

5. Nuclear energy applications--LS&T contin-
ued to develop laser-shock peening technol-
ogy to improve the service lifetime of metal
canisters designed for final disposal of high-
level radioactive waste and retired weapon
components at Yucca Mountain, Nevada.
Under cooperative research and develop-
ment agreements (CRADA) with U.S. indus-
try, we are also developing kW-class
solid-state lasers for shock peening and hole
drilling of metals.

6. Ultrashort-pulse laser and extreme-field sci-
ence for applications in SSP as well as
national defense--To enhance the perfor-
mance of U-class, ps Nd-glass laser ampli-
fiers and high-average-power ultrashort laser
systems, LS&T developed a new, broad-
band, front-end laser technology utilizing
optical-parametric chirped-pulse amplifica-
tion (OPCPA).

7. Diffractive optics and precision optical fig-
uring for space telescopes and petawatt
lasers--LS&T worked toward large-scale,
lightweight diffractive optics for the next
generation of space-based optical assets
(such as the proposed Eyeglass space tele-
scope), activating production facility for NIF
beam sampling gratings, and demonstrating
wet-etch optical figuring for producing cus-
tom continuous phase plate for NIF and
other programs.

8. Laser guide star and adaptive optic systems--
LS&T installed and successfully activated
advanced laser guide star and adaptive optic
systems at both Lick and Keck Observatories.

Deploying NIF Hardware and
Improving NIF Laser Optics
and Materials Performance

LS&T work on NIF has focused mainly on
the deployment of the NIF Final Optics
Assembly (FOA) and the development 
36o optics processing and treatment technolo-

gies to enhance the performance of optics in
the FOA. The FOA converts the laser light
from infrared to UV (36o at 350 nm), conditions
the beam, and delivers it to the fusion target
chamber. It consists of several large-aperture
optical components including continuous phase
plates for beam smoothing, fused silica vacuum
windows, potassium dihydrogen phosphate
(KDP) crystals for frequency conversion 
303, a wedged focus lens and diffractive grat-
ings for color separation, beam sampling grat-
ings, and debris shields. To extend optics
lifetimes in the FOA, we systematically studied
the damage initiation mechanisms and mea-
sured the rate of damage-growth on optical
components. Fused silica is an inherently good
optical material for the NIF application, with
>99.999% of the surface being free of damage.
Surface damage is initiated by surface cracks
and impurities from the polishing process. The
damage typically initiates in small size <30 [.tm
and grows quickly with number of shots at flu-
ences >5 J/cm2 for ns pulses at 36o wavelength,
creating excessive scatter and beam modula-
tion. Surface damage can also be caused by
beam modulation associated with bulk inclu-
sions in some types of fused silica.

We developed a novel three-step approach
to minimize damage-initiators and reduce
damage-growth on 303 optics in NIF.
(1) Improve optical finishing process at the
manufacturer to provide substrates with fewer
defects. We qualified two vendors to manufac-
ture inclusion-free blocks using an axial depo-
sition process similar to that used for preforming
of optical fiber without refractory material. We
developed a series of surface treatment pro-
cesses to reduce polish defects. By a combina-
tion of acid etching, 36o laser conditioning, and
magnetorheological finishing (MRF), we were
able to achieve -50 defects per fused silica
optic at 12 J/cm2 (the goal for 303 optics),
which is a 100x improvement in initiator
reduction. (2) Preinitiate and mitigate surface
damage on optics to eliminate growing craters
during postprocessing. We refined a CO2 laser
annealing process to spot-treat the residual sur-
face damage and halt damage growth on fused
silica optics. We also developed a spot machin-
ing process to stop surface damage growth on
KDP crystals. (3) Perform routine inspection,
retrieval, and refurbishment (after remitigation)
of optics to stop damage growth in optics dur-
ing NIF operations.
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Highest quality conventional polish Advanced acid.etching, laser conditioning,
and MRF polishing

By a combination of acid etching, laser conditioning, and magnetorheological finishing, we produced optics
with little or no defects¯ Dark-field microscopy of as-polished surfaces shows a near-absence of the subsurface
damage normally associated with conventional finishing.

To manufacture KDP crystals capable of
efficient conversion from lo3 to 3o), we devel-
oped orthogonal polarization interferometer to
map frequency conversion efficiency over the
entire KDP crystal area. A machine was built
and installed at the NIF crystal manufacturer.
To allow easier retrieval of optics for recycling
and refurbishment, we completed the redesign
of the FOA hardware. Statistical models of

laser damage and growth were also developed
to estimate lifetime of 3o) optics and optimize
the refurbishment schedule for NIF. With these
processing and recycling methods, we believe
that the effective lifetime of 3o3 optics will
exceed 1000 shots, which meets NIF goals.

Advanced optical component fabrication
technologies were also developed to fabricate
large-aperture NIF optics including beam-sam-
piing gratings (BSG) and phase plates¯ A wet-
chemical process machine and a patterning-
and-illumination station were assembled to fab-
ricate full-size BSGs with 5- to 30-nm groove
depth for damage testing in NIF. We have com-
pleted building and testing of production hard-
ware for fabricating NIF BSGs used to perform
critical power balance of the 192 NIF beam-
lines¯ We are currently beginning pilot produc-
tion of full-size BSGs to be used on NIF early
light. We have also developed controlled wet-
etching processes for figuring of NIF continu-
ous contour phase plates¯

Construction and Testing of
Z-Beamlef Completed; Laser
Trigger System Delivered

Under the auspices of DOE’s Inertial
Confinement Fusion (ICF) Program, LS&T, 
partnership with SNL, completed construction
of a laser backlighter system (the Z-Beamlet)
for x-ray radiography at SNL’s Z facility in
Albuquerque, New Mexico. The Z facility uses
electrical pulsed power to drive a z-pinch
implosion, which generates x-rays to drive ICF
and high-energy-density physics experiments.
We built the terawatt-class Nd:glass solid-state
laser utilizing large-aperture optical compo-
nents retrieved from former Beamlet and Nova
lasers. To meet Z-Beamlet specifications (2 kJ
of 0.53-~tm laser energy in a picket fence of
<2 ns duration with a focus spot of <50 ~m in~

diameter), we made a number of modifications
to LLNL’s Beamlet and utilized optical designs
recently developed for NIF. These include:
(1) Construction of a new fiber-optic Seed

Pulse Generator (SPG) for the Master
Oscillator Room (MOR) using NIF’s diode-
pumped ytterbium-silica fiber-laser technology.
(2) Increasing the regenerative amplifier ring
length with improved stability. (3) Upgrading
the plasma electrode Pockels cell (PEPC) 
reduce electrode sputtering and improve
switching uniformity¯ (4) Purging amplifiers
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The Beamlet laser was
modified and reassem-
bled at Sandia for use
as a backlighter beam
on the Z accelerator.

with nitrogen gas to improve cleanliness of
amplifier operation. (5) Re-engineering the
entire Z-Beamlet computer control to a
LabVIEW system using Windows NT, which
enabled the laser and electrical pulses to fire
simultaneously with synchronization of less
than 3 ns. Additionally, LS&T built beam sen-
sors and alignment systems as well as designed
a new final focus system (an analogy of NIF’s
FOA) to couple the Z-Beamlet laser output into
the Z target chamber. Z-Beamlet was activated
in 2001. Its output was used to generate a pow-
erful x-ray source for penetrating the z-pinch
target. The first images of the z-pinch implo-
sion target using the laser backlighter were pro-
duced in June 2001. The Z-Beamlet is currently
used by SNL to support SSP experiments.

For DOE’s ICF program, LS&T also
designed and built an all solid-state Nd laser
that produces near difffraction-limited high-
energy pulses at 263 nm for initiating break-
down in the Z accelerators high-voltage
switches. The solid-state laser we built offers
several advantages relative to the 248-nm KrF
excimer laser currently used at Sandia. Chief
among these are superior beam quality and
shorter pulse rise time (several hundred ps)--
properties expected to reduce switch timing
jitter and improve synchronization of the Z
accelerator with its diagnostic x-ray backlighter
pulse.

The laser trigger system generates pulses at
1.053 nm using an injection-seeded Nd:YLF
regenerative amplifier and a four-pass 1-cm
Nd:glass rod amplifier. A phase conjugator is
used to maintain wavefront quality (2 to 
times diffraction limit). The 10-ns output from

First backlighter images
produced in June 2001.

the four-pass amplifier feeds a single-pass 1-cm
r0damplifier and a pair of BBO crystals for
frequency conversion to the fourth harmonic.
We were able to generate an output of 850 mJ
at 263 nm with 3.6-J incident radiation at the
1.053 nm. A maximum harmonic conversion
efficiency of 25% was achieved, limited by
two-photon absorption at 263 nm. The laser
trigger system was delivered to Sandia in
September 2001 and is currently oPerated
by SNL as a diagnostic tool in the z-pinch
experiments.

kW- to MW-Class Solid-Sfafe
Laser Technology for Inertial
Fusion Energy

Under the support of the DOE Defense
Programs, LS&T continued to build a kW-class
diode-pumped solid-state laser (Mercury) 
the first in a series of next-generation lasers for
inertial fusion energy (IFE). The Mercury laser
system design is based on an IFE scalable
architecture with goals achieving 10% electri-
cal efficiency and 10-Hz operation for 100 J
per 5-ns pulses. Three component technologies
were developed for this high-power, solid-state
laser fusion driver: (1) large-scale, high-
performance diode lasers; (2) high-speed gas
cooling of the gain media; and (3) large
yb3+:Sr5(PO4)3F (Yb:S-FAP) crystal ampli-
fiers. Our primary goals in FY2001 were to "
build and characterize the laser system with
320 kW of peak diode power (4 backplanes)
and seven neodymium-doped glass slabs
mounted in the gas-cooled amplifier. The
Nd:glass slabs serve as surrogate material in
the amplifier assembly until the Yb:S-FAP
crystalline slabs are completed. The glass slabs
are mounted in an aerodynamic aluminum vane
structure to allow turbulent helium gas to flow
across, the faces. The concept of face cooling is
advantageous over other technologies in that
the thermal wavefront distortions are mini-
mized, low order, and easily correctable.
Measurements of the diode light delivery effi-
ciency, uniformity, and polarization were made
with 160 kW of diode power (2 backplanes).
The remaining two backplanes were fabricated
and are currently being assembled into the laser
system for integrated tests. Propagation experi-
ments of the seed beam through the amplifier
were conducted along with the activation of the
diagnostics packages. Major laser components
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such as YLF oscillator, multipass filter, pump
delivery system, and one gas-cooled amplifier
were fully assembled and characterized. In the
final configuration, the Mercury laser will
require two amplifiers in order to produce
100 J of 1.047-1am light.

The growth and fabrication of the Yb:S-FAP
slabs constitute another major element of our
program objectives. Our goal was to produce at
least two half-sized defect-free crystals, which
could be bonded into one large 4x6 cm2 crys-
tal. Growth efforts at LLNL and at Northrop
Grumman Poly-Scientific, Blacksburg, Va., our
industrial collaborator, resulted in the produc-
tion of eight half-sized crystals that have been
bonded together at ONYX Optics Inc., Dublin,

Ca., to form four full-sized slabs. The slabs are
in the final finishing and coating stages. Yb:S-
FAP crystals were chosen as the preferred gain
media to neodymium-doped glass because they
offer higher energy storage, reducing laser
diode cost, and a practical gain cross section.
In addition, the high thermal conductivity of
Yb:S-FAP permits operation at >10 Hz repeti-
tion rates. A total of 14 slabs will eventually be
required for the two amplifiers. The diode bars
needed to pump or excite the Yb:S-FAP crys-
tals have been developed at Coherent Inc.,
Santa Clara, Ca., and are now commercially
available. The packaging technology, required
to cool the diode bars was developed at LLNL
(called V-BASIS), meets the stringent require-
ments pertaining to peak power, bandwidth,
wavelength chirp, and reliability. Our goal was

The Mercury laser labo-
ratory during alignment
tests with major compo-
nents labeled.

Gas-cooled amplifier head i

to fabricate one-half or 144 of the diode pack-
ages or "tiles" needed for Mercury and mount
them on a copper-cooling block. Over 150 tiles
were fabricated and tested. Through a close
relationship with Directed Energy Inc., Fort

Collins, Colo., off-the-shelf pulsers were
upgraded to accommodate Mercury operating
conditions and are now available commercially.

¯ ~IPj

A full-sized Yb:S-FAP slab (amplifier medium) that
has been bonded.

1 tile 23 kW36 tiles 36 tiles )eak power

A picture of diode tiles (pump laser) firing producing up to 160 kW of peak power

at 900 nm.

!



I-6 LASER SCIENCE AND TECHNOLOGY UCRL-ID-134972-01

The performance of the 160-kW diode package
firing at 10 Hz has been characterized.
Activation of the remaining two backplanes is
imminent and will allow us to pump the surro-
gate glass slab from both sides.

Solid-State Heat Capacity
Laser for the Department of
Defense

Under the support of the Army’s Space and
Missile Defense Command and in collaboration
with industrial partners (Raytheon, Litton, and
others), LS&T is developing a high-average-
power (100-kW class), diode-pumped solid-
state, heat-capacity laser technology for
application in tactical short-range air defense
missions. The ultimate vision is an electrically
powered, diode-pumped, solid-state weapon
that can be deployed on an electric vehicle. To
establish a solid technical basis for the heat-
capacity laser operation and risk reduction, we
built and tested two flashlamp-pumped
Nd:glass laser prototypes: 3-disk and 9-disk
modules. In 2001, we completed the construc-
tion and testing of the 9-disk module. This 9-
disk module is designed to have 10-kW
average output power, and deliver laser pulses
with beam quality <3x diffraction limit and
energy of 500-J/pulse at 20 Hz for 10-s bursts.
We delivered this laser to the Army’s High
Energy Laser Systems Test Facility (HELSTF)
at the White Sands Missile Range, New
Mexico, to support material interaction testing.
In August, we successfully demonstrated heat
capacity operation for full 10 s with an average
power of 13 kW (639 J/pulse at 20 Hz).
Currently, the laser is operating with a stable

The lO-kW laser system installed at HELSTF to support material interaction
testing.

A 1-in.-thick aluminum target after a 2-sec laser burst
produced a hole through it.

resonator, which is ideally suited to the target
interaction experiments. Using a stable res-
onator with an output coupling of 29%, we
extracted up to 1000 J/pulse from the amplifier.
A beam quality of approximately 3.5 x the
diffraction limit was demonstrated with an
unstable resonator with no deformable mirror
correction. Components for improving beam
quality, such as deformable mirrors (DM), 
conh’ol electronics, and laser diagnostic sensor
packages, have been assembled and tested.
With the new DM and an unstable resonator,
we expect to achieve the desired goal of 2 x the
diffraction limit over the entire 10-s run time.

Using the 9-disk prototype heat-capacity
laser described above, we performed a series of
target interaction experiments. During these
experiments, the heat-capacity laser was oper-
ated at 3 Hz with energy of 650 J per pulse.
The laser beam footprint is roughly square with
a 6- x 6.5-mm spot on the target. The irradia-
tion pulse has a temporal envelope of 300 to
400 Its and consists of several relaxation-
oscillation spikes with peak intensities near
1 MVC/cm2. We successfully removed about
0.9 cm3 of aluminum (11 mm deep) after irra-
diation with 38 laser pulses. To guide future
target interaction experiments, we continued to
develop numerical models to simulate the
material removal process using hydrodynamics
codes to model the Vaporization and material
ejection process. During a ribbon-cutting cere-
mony at HELSTE we fired the 9-disk laser at a
1-in.-thick aluminum target and successfully
penetrated the target in 2 s.

The development of a 100-kW-class diode-
pumped neodymium-doped gadolinium

i
I
i
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A lO0-kW-class diode array module in operation. It
was developed for pumping of high-average-power
solid-state lasers.

gallium garnet (Nd:GGG) crystalline laser 
proceeding rapidly. The diode-pumped
Nd:GGG heat-capacity laser will have better
thermal characteristics and operating efficiency
enabling us to scale the output power to
100 kW (500 J/pulse at 200 Hz). We have
made significant progress toward the growth of
high-quality Nd:GGG boules. Litton Airtron
Synoptics, Charlotte, N.C., is now routinely
growing 15-cm-diameter Nd:GGG boules with
high optical quality. We have also Completed
the fabrication and testing of a 42-kW laser
diode array for pumping of Nd:GGG slabs.
This high-power diode module is constructed
from 280 edge-emitting laser-diodes mounted
on a backplane packaged by 28 closely packed
silicon microchannel monolithic tiles (SiMMs)
arranged in 4x7 configuration. The brightness
of the array is approximately 1 kW/cm2 at a
10% duty factor. In order to utilize fully the
light emitted from laser-diode bars, we
designed microlenses to collect radiation along
the fast axis and were able to reduce the beam
divergence angle from 30° to <1°. The SiMMs
package represents a significant breakthrough
in the high-power diode-array packaging tech-
nology enabling us to scale the output of 2-D
diode arrays to 100 kW of larger with extreme-
ly high brightness. Using diode bars procured
from Coherent Semiconductor Group, Santa
Clara, Ca., we successfully achieved 1.5 kW of
output power from a single tile (10-bar SiMMs
package) with electrical efficiency approaching
45%. Using a diode array as pumping source,
we completed emission cross-section and ther-
mal deposition measurement on Nd:GGG. We

will demonstrate a small-scale Nd:GGG heat-
capacity laser at 200 Hz in 2002 and replicate
several features that would be found in a field-
able Army vehicle.

r~

Advance Solid-Slate Lasers for
Governmenf and Industry

Laser Peening Increases Fatigue
Lifetime and the Corrosion Resistance
of-Metals

LS&T has an ongoing CRADA with Metal
Improvement Company, Inc., Paramus, N.J., to
develop and deploy a high-throughput laser
peening technology to improve fatigue resis-
tance of metals. Initial applications will signifi-
cantly improve the service lifetime of military
and commercial jet engines.

In a joint research effort with the Yucca
Mountain Project (YMP), we are evaluating
laser peening as a technique to improve the
corrosion resistance and service lifetime Of
metal canisters designed for final disposal of
high-level radioactive waste, dismantled reac-
tors, and retired weapon components. Nuclear
waste around the country will be .stored under-
ground at Yucca Mountain in welded canisters
of Alloy 22. These canisters are required to last
10,000 years without leakage. However, the
process of welding the end caps on these canis-
ters can cause tensile stress that allows defects
to grow into cracks and accelerate corrosion.
Previous LS&T work has demonstrated that
laser peening can transform tensile stress into
compressive stress deep into the material and
prevent the growth of such cracks. In recent
tests, we have found that laser peening not only
stops crack propagation in welds but also
retards the overall corrosion rate of metal. By
optimizing the process parameters such as laser
pulse duration (10 to 30 ns), fluence intensity
(50 to 300 J/cm2) and number of treatment
pulses, we were able to induce compressive
stress deep into metals such as titanium, alu-
minum, steel, Alloy 22, etc. Compressive resid-
ual stress extending to depth of several
millimeters has been achieved with laser pulses
at various fluence intensities. We conducted a
series of stress corrosion cracking (SCC) and
surface corrosion experiments on 304 and 316
stainless-steel weld in a boiling MgC12 solu-
tion. Our test results indicated that laser peen-
ing increases the free corrosion potential of
metal, reduces the passive current density, and

!
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The Lasershotsm Marking System won an R&D 100 Awardin 2001. The technolo-
gy imprints an identification mark that is permanent, machine readable, high reso-
lution without weakening the surface of the marked part. In August 2001, NASA
put three LLNL samples aboard the STS-105 space shuttle and subsequer~tly bolt-
ed them on the space station facing the slipstream solar wind. The peenmarked
parts will be examined after one year.

retards SCC on metals. We assembled a high-
temperature reactor to perform SCC experi-
ment on large-size fit-scale) test samples. Laser
peening was performed on a selected area of
the welds. Under highly corrosive environment
(MgCI2 solution at 160°C), the unpeened weld
area showed cracks and corrosion within 5
days, while the laser-peened weld area showed
no signs of cracking or corrosion even after 10
days of exposure. Cracks originating from the
unpeened area appear to propagate, bypass, and
cease at the peened zone. We are working
closely with industry to commercialize this
technology. Besides application in the YMP
nuclear waste disposal for the government,
there are potential applications of this technolo-
gy for the U.S. industry in improving reactor
safety and reliability and in extending the
operational life of reactor components (inter-
nals, tubes, bolts, and pins) so that boiling-
water reactors and pressurized water reactors
will have a higher service life and lower
operating cost.

We are also developing a laser peenmarking
system to create permanent, high-resolution
identification marks on safety-critical metal
parts, without weakening the part. LS&T and

Metal Improvement Company, Inc., are work-
ing with the National Aeronautics and Space
Administration to determine the efficiency of
laser peenmarking to identify and track mil-
lions of parts used in the space program. In
August 2001, three laser peenmarked parts
were put aboard the STS-105 shuttle and sub-
sequently bolted onto the space s-tation to face
the slipstream solar wind. After one year, they
will be retrieved and examined to evaluate
how well they held up in the hostile space
environment.

Short-Pulse, High-Average-Power
Solid-State Laser for Micromachining

Under the support of DOE’s Stockpile
Stewardship and Management Program,
LS&T continues to develop high-average-
power, shortZpulse solid-state lasers and corre-
sponding applications for use as precision cut-
ting and drilling machines in the stockpile life
extension process. The lasers developed for
precision machining employ numerous
advanced laser technologies of the LS&T
Program. These technologies include fiber
mode-locked oscillators, solid-state regenera-
tive and power chirped-pulse amplifiers using
Ti:sapphire or direct diode-pumped Yb:YAG
as gain media, optical parametric chirped-pulse
amplifiers (OPCPA), and high-power multilay-
er dielectric gratings. These laser systems have
an average output in the range of 5 to 100 W
and pulse duration of 10 to 2000 fs. During the
past year, LS&T reactivated the short-pulse
laser systems currently installed in Oak Ridge
Y-12 Plant and LLNL’s High Explosives
Applications Facility (HEAF) to machine
weapon parts, explosives, and energetic
materials. Short-pulse laser processing enables
machining of these components with high
precision and negligible collateral damage.
We were able to cut high explosives with no
evidence of detonation or deflagration. For
ICF and the Defense and Nuclear Technologies
Directorate (DNT), we have also made good
progress in the drilling of sub-gin holes
through the Be capsules and sculpting of
high-quality features on fusion targets. We
were able to generate surface profiles with
<ktm-scale roughness on polyimide, copper,
and alumina targets. The short-pulse laser-
machining tool significantly improves the pre-
cision and repeatability of the micromachining
process. Under a work-for-others contract,
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LS&T continues to develop a 100-W-class
picosecond, KHz, solid-state laser system for
precision drilling of shaped holes in metal.

High-Energy Ultrashort-Pulse
Laser Technology,

With support from the Laboratory Directed
Research and Development (LDRD) Program,
LS&T has recently developed a new front-end
technology utilizing optical parametric chirped-
pulse amplification (OPCPA) to replace the
regenerative amplifier used in a variety of
chirped-pulse amplifiers, including the .Nova
petawatt, Falcon, and other short-pulse sys-
tems. The wavelength and pulse energy level
obtained from this OPCPA is ideal for seeding
kJ-class Nd:glass amplifiers, such as NIF and
other high-energy ultrashort-pulse laser sys-
tems. Previously. high-energy lasers employing
chirped-pulse amplification (CPA) were built
on a hybrid (Ti:sapphire-Nd:glass) laser tech-
nology. One difficulty with the hybrid laser
system is its low pulse contrast and generation
of prepulses by the regenerative amplifier.
Single-pass OPCPA eliminates prepuises origi-
nating from regenerative amplifiers and
reduces the amplified spontaneous emission
(ASE) by approximately one order of magni-
tude compared to Ti:sapphire. It offers addi-
tional advantages when compared to
regenerative chirped-pulse amplification: low
thermal aberration, greater wavelength flexibil-
ity, higher gain,, high beam quality, and lower
B-integral as a result of short beam path
through the gain medium. In 2001, we built a

compact OPCPA using a commercial frequen-
cy-doubled Q-switched Nd:YAG laser as
pumping source. Three 13-barium borate (BBO)
crystals were used as the gain media. Under the
type I angular phase-matching condition, two
crystals were configured as preamplifiers and
one was used as the power amplifier. We have
successfully demonstrated high gain (-107),
high conversion efficiency (>20%), good
amplified pulse beam quality (M2 < 2), and
high bandwidth fidelity in OPCPA (30 fs). 
anticipate widespread use of OPCPA as front-
end technology for glass-based petawatt laser
systems and high-average-power systems. In
the future, it may be possible to exploit the full
bandwidth capability of OPCPA to produce
kJ-class pulses with duration of several tens of
femtoseconds. This would potentially allow
focused intensities of 1024 W/cm2 or higher for
experiments in the extreme-field science.

To study ultrafast response of materials for
the Stockpile Stewardship Program, we contin-
ue to develop an,ultrafast x-ray source based
on Thomson scattering of fs laser pulses
(Falcon laser) fro’m 100-MeV relativistic-elec-
tron bunches. During FY2001, work on the
integration of the multiterawatt ultrashort-pulse
Falcon laser system and LLNL’s linear acceler-
ator (linac) began. We tested several techniques
for timing synchronization between electron
bunch and laser pulse to -2 ps accuracy. The
linac was reconflgured for installation of the
5-MeV photoinjector. Considerable advances
have also been made to the Falcon and pho-
toinjector laser systems. Thomson scattering
with the photoinjector was successfully

The Falcon USP laser and linac (left) are being integrated to produce 
unique ultrafast x-ray source for stockpile stewardship.

I
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Thomson scattering with
photoinjector was
demonstrated.
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Energy (eV) (used originally for making LLNL’s Petawatt

demonstrated; the photoinjector generated
600-eV x-ray photons by scattering of the
5-MeV electron beam with the 400-fs laser
pulses from Falcon. A new final power amplifi-
er is being installed that will increase Falcon
laser output by four times. We have developed
a new front-end for Falcon based upon a hybrid
system using both OPCPA and a Ti:sapphire
amplifier. The hybrid design enables us to
increase the pump efficiency and energy of tlSe
compressed pulses and simplify the overall
architecture by eliminating the regenerative
amplifier. We plan to complete the integration
activities in 2002. When completed, this ultra-
fast x-ray source will be used to probe the
dynamics of shock propagation and phase tran-
sitions in high-Z metals that are relevant to
Stockpile Stewardship.

Large-Scale Diffractive Optics
andAdaptive Optics for Space,
Nil:, and Petawatt Applications

LS&T continues to design and produce
large-aperture high-efficiency diffractive optics
for NIF and petawatt laser facilities around the
world. These advanced optical components
include meter-scale gold petawatt gratings,
multilayer dielectric reflection gratings for
pulse compression, fused silica transmission
gratings, Fresnel lenses, and ultrathin optics
(<1 mm). We are also advancing the adaptive
optics and solid-state laser technologies for
ground-based astronomy in the next decade.

Meter-Scale Diffractive Optics for
Petawatt Lasers

During FY2001, under work-for-others con-
tracts, we completed the fabrication of several

laser gratings) to increase fringe stability dur-
ing patterning of the grating. These gratings
(with 1480 to 1800 line-pairs/mm) are current-
ly optimized for high-efficiency and flat wave-
front at the nominal 1053-nm use wavelength.
The damage threshold is greater than 400
mJ/cm2 for a 10-ps pulse. The diffraction effi-
ciency of the gold-overcoated petawatt com-
pressor gratings is >93% in beam footprint, at

A meter-scale grating undergoing a wavefront test.
LLNL supplies petawatt pulse compressor gratings to
a variety of facilities both U.S. and foreign.

pw010629

0 20 40 60 80 100 0 20 40 60 80 lO0

Full-aperture diffraction efficiency of two compressor
gratings. Dashed lines show footprint of the com-
pressed beam.
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use-wavelength and 54° incidence angle, which
represents the best uniformity we have been
able to achieve to date at this scale. LS&T is
also developing large-aperture multilayer
dielectric transmission and reflection gratings
using cold-cathode ion-beam etching tech-
niques for producing high-average-power ultra-
short-pulse laser for laser machining and NIF
applications. Using the dielectric reflective
gratings, we were able to significantly improve
the efficiency of pulse compression in high-
power chirped-pulse amplifiers.

New Wet-Etching Process for
Figuring Large-Aperture and
Ultrathin Optics

With support from the Laboratory Directed
Research and Development (LDRD) Program,
LS&T has recently developed a low-cost wet-
etching tool for precision optical figuring and
finishing of large-aperture and ultrathin optical
components. This wet-etch figuring (WEF)
method uses applicator geometry and surface

tension gradients (the Marangoni effect) to con-
fine the footprint of the flowing etchant
(hydrofluoric acid) on the surface. In contrast
to the conventional methods using abrasive
slurries or ion milling, no mechanical or ther-
mal stresses or residues are applied to the optic
by this process. We have also developed a real-
time interferometer to measure the thickness of
the optical material while surfacing and figur-
ing. This enables us to control the placement
and dwell time of the wetted zone. We built
both circular and linear etching toolheads for
two- and one-dimensional (2- and l-D) figur-
ing. Several phase-correction and beam-shap-
ing optics were fabricated using the 2-D WEF
tool. An 80-mm-aperture corrective optics was
recently fabricated for the Atomic Weapons
Establishment (AWE), U.K., to correct wave-
front aberrations in high-power lasers. The
optic surface contour specified by AWE
requires a maximum excursion of 12 gm over
this aperture. We were able tofigure the sur-
face profile within 100 nm of the target goal.

i-:

Real-time
etch monitoring

1-D wet etch finishing tool in operation

Alcohol

Alcohol
reservoir Etchant
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LS&T developed 1-D and 2-D wet etch finishing tools with real-time interferometric feedback control.
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WEF is an ideal technology for the fabrication
of large-aperture phase-modifying optics and
optically flat optics. It is particularly useful for
precision figuring of very thin (<<1 mm),
lightweight optics for use in space and astrono-
my and high-power laser systems in which
nonlinear effects due to bulk transmissive
optics need to be minimized. LS&T continues
to improve the precision of the WEF machine
and to use it for figuring of continuous phase
plate for NIF.

Lightweight Diffractive Optics for
New Space Telescope: Eyeglass

Working with the Physics and Advanced
Technology (PAT) Directorate, LS&T
continues the development of a very large-
aperture (25- to 50-m) diffractive space-based
telescope (Eyeglass). Diffractive telescopes
using thin-membrane Fresnel lenses offer
several advantages over telescopes using
mirrors. Thin-membrane lenses are lightweight
(-0.1 kg/m2 areal density), packageable, and
space deployable. During the past years, we
built and tested a color-corrected diffractive
telescope using a 50-cm-diameter, silica f/100
Fresnel lens. A near-term goal is to demonstrate
that the technology can be scaled up to much
larger size and engineered for deployment in
space. In this context, we are developing
technologies to fabricate a 5-m-diameter
Fresnel lens. We completed the detailed
design of this lens and the testing of a thin,
foldable prototype in 2001. The Fresnel lens

is composed of 81 panels approximately 1 m
wide and 0.7 mm thick, patterned lithographi-
cally and joined together using metallic tabs.
As a first step in technology development, we
patterned and assembled a six-segment, fold-
able Fresnel lens on 75-cm-diameter,
i-ram-thick fused silica plates and examined
its focus quality when illuminated by a
monochromatic, collimated beam. We were
able to demonstrate a nearly diffraction-limited
focal-spot shape using the foldable Fresnel
lens. We plan to build the 5-m segmented
Fresnel lens with metrologically verified
optical precision in 2002.

Laser Guide Star Systems for
Ground-Based Observatories

Under the support of LDRD and University
Relations Programs (UCDRD and the National
Science Foundation Center for Adaptive
Optics), LS&T continues to work with PAT to
develop fieldable sodium-layer laser guide star
(LGS) systems for use on large astronomical
telescopes in the Lick and Keck Observatories.
Using an LGS at 589 nm, artificial stars can
be created in the direction of observation by
laser-induced fluorescence in the mesospheric
sodium layer, 90 km above the earth’s surface.
Using LGS beacons enables the collection of
diffraction-limited images over 60% of the
sky. During the past year, we facilitated,
installed, and activated robust and reliable
LGS and adaptive optic systems at Lick and

75-cm prototype lens in operation

Folded lens

Nearly diffraction-limited focal
spot shows focus quality of
the foldable lens.

Eyeglass space telescope has demonstrated thin, foldable, six-panel diffractive lens prototype.
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Keck Observatories. These LGSs use
frequency-doubled Nd:YAG lasers to pump a
dye oscillator, preamplifier, and amplifier, and
routinely produce up to 20 W at 26 kHz with
1.5% energy stability and a Strehl ratio of
0.647. The LGS system at Lick is currently
being used for routine science observing.

The Keck system has recently completed
performance and atmospheric propagation
tests. Now we are developing, in collaboration
with the European Southern Observatory,
an all solid-state fiber guide star laser for
next-generation telescopes.

Photo of the Keck "virtual" guide star, showing LLNL-built orange laser beam emerging from the dome of the Keck II Telescope atop
14,000-ft. Mauna Kea volcano in Hawaii. (Photo by John McDonald, Canada-France-Hawaii Telescope Corp.)
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2. ADVANCED LASERS AND COMPONENTS

RESEARCH ACTIVITY HIGHLIGHTS

The Mercury Laser, a Diode-
Pumped Solid-State Laser
Driver for Inertial Fusion, is
Activated

The Mercury laser system design is based
on a scalable architecture for iner-tial fusion
with goals of achieving 10 % electrical effi-
ciencies and 10 Hertz operation for 100 J / 5
nsec pulses. Three component technologies had
to be de-veloped for high power solid-state
laser fusion drivers: large-scale high perform-
ance diode lasers, high speed gas cooling of the
gain media, and Yb3+:Sr5(PO4)3F (Yb:S-FAP)
crystal amplifiers.

Currently, the hardware for one com-plete
amplifier has been delivered and is being
assembled and tested. All optics have arrived
and been characterized. Three vacuum tele-
scopes and the injec-tion spatial filter (Fig.l)
are being vacuum leak tested. The pump deliv-
ery vacuum enclosures as well. as the silver
coated lens duct and homogenizer have been

assembled. Two water-cooled copper back
planes have been fabricated and tested.
72 diode laser tiles (each con-sisting of 23 bars
operating at > 115 W peak/bar) capable of gen-
erating a total of over 160 kW of 900 nm light
have been completed, characterized, and are
under-going integrated testing with the back-
plane.

The Mercury Laser system has been
designed to avert damage and to offer a scal-
able architecture. To achieve this, the telescope
lenses are located near the relay image planes
in the amplifiers to minimize beam modulation.
Extensive ghost, amplified spontaneous emis-
sion (ASE), and pencil beam analysis were per-
formed, validating the current archi-tecture and
setting constraints on optical quality, surface
reflectivity, and wedge angles, as well as theex-
tinction required of a Pockel’s cell in the
reverser. The high average power Pockel’s cell
is comprised of an identical pair of KD*P crys-
tals with their axes oriented such that the ther-
mal birefringence cancels (Fig.2).

’ ~ ",~..;.z-- r~,, ~?~j~ ~..~-] ’~-’~

Figure 1. Mercury Laser Lab showing injection multi-
pass filter, pump delivery.hardware, and gas-cooled
amplifier head.

Figure 2. A half aperture (1.5 x 2.5 cm) high average-
power Pockel s cell.



2-2 LASER SCIENCE AND TECHNOLOGY UCRL-ID-134972-01

Recent breakthroughs have been made in the
growth of the ytterbium doped strontium fluo-
rapatite (S-FAP) amplifier crystals. Crystals
with large areas free of defects allow 1/2 scale
slabs to be diffusion bonded together to achieve
full-scale amplifier slabs at Litton Airtron
(Figure 3) and LLNL (Figure 

Figure 3. Litton Airtron boule is currently being fabri-
cated into sub-slabs necessary for a full size diffusion
bonded slab (4 x 6 x 0.75 cm)

These Czochralski grown crystals have been
challenged by defects including: cracking,
cloudiness, bubble core defects, grain bound-
aries, anomalous ab-sorption, and crystal inclu-
sions; .these defects are essentially under
control, although further fine-tuning is needed
to assure reproducibility.

.-.. -. .........

Figure 4.. Polished LLNL boules showing clarity.
Boules are currently being fabricated into Mercury
slabs.

High speed gas cooling allows operation at
10 Hz while maintaining wavefront quality for
a 5x diffraction limited beam. A diagram of the

gas-cooling system is shown in fig. 4, along
with interferometry results using surrogate
Nd:glass slabs showing < 1/16 wavefront dis-
tortion induced by the gas flow. Near term
experiments include characterization of the

diode backplanes and integrated beam propaga-
tion ex-periments in April. Goals for FY01
include demonstration of the half Mercury sys-
tem including architecture, diodes, gas cooling,

and material enough for seven furl aperture
S-FAP amplifiers.

Nozzle Channel Diffuser
section section section

)ressure as flow

0~. _.

Figure 5. Wavefront distortions through the gas
cooled amplifier head showing wavefront distortion for
static, differential pressurized and differ-ential flow
conditions.

I

Development of High-Power-
Microchannel-Cooled,

ILaser-Diode Arrays Is
UnderWay

Under the support of the U.S. Army’s Space.
and Missile Defense Command and in collabo-
ration wffh industrial partners (Raytheon,

Litton Airtron, and others), we are developing
high-average-power (100-kW-class), diode-
pumped solid-state, heat-capacity laser technol-
ogy for applications in tactical short-range air
defense missions. To establish a solid technical
basis for the 100-kW laser, we are building a
testbed utilizing a neodymium-doped gadolini-
um gallium garnet (Nd:GGG) slab as laser
media (with an active region of 5 xl0 cm2, 
third of the ultimate 100-kW system) and four
arrays of microchannel-cooled laser diodes as
pump source.

The figures below show a schematic draw-
ing of a silicon monolithic microchannel-

cooled (SiMM) laser-diode array and a diode
array package. These SiMM packages are simi-
lar to those developed for the Mercury laser
project (see LS&T Program Update, September
2000), but contain only 10 diode bars instead

of 23. Each array package contains 28 SiMM
"tiles" arranged in a 4 x 7 configuration.
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Schematic of a microchannel-cooled laser-diode array
and a picture of a 4 x 7 diode array and individual
tile.

One of the distinguishing features of the
SiMM package is its ability to rapidly conduct
heat away from the active region of the diode.
This special feature is of particular importance
to the Army’s High-Energy Laser Systems Test
Facility (HELSTF) applications because the
laser is required to turn on rapidly and stay on
at full power during the multisecond target
engagement period. Long waiting period for
thermal equilibrium is not an option for this
application. Furthermore, if the temperature
rise is too large, the laser wavelength might
shift out of the absorption band (diode emis-
sion shift -0.3 nm/°C) and result in laser power
loss.

To better understand the thermal behavior of
the SiMM package, we performed a series of
heat-conduction calculations. For comparison,
we also analyzed the performance of a com-
mercial system with a copper-based heatsink.
The results of these modeling calculations are
shown in the following figures.

1

: , lr 1

Plots display the temporal behavior of diode tempera-
ture (in the active region) calculated for a thermal
input of 1.5 kW/cm’, 500-ms pulse duration at 200 Hz.

As shown in the charts, the SiMM package
appears to have lower thermal impedance and
shorter thermal equilibration time. The smaller

thermal mass of the monolithic cooler allows
the diodes to reach equilibi-ium much more
quickly than the more massive copper heatsink.
As a result, one would expect very little change
in the time-integrated spectrum for the SiMM
package over the duration of the excitation (10
seconds). However, the smaller thermal mass
of the monolithic cooler could also cause
greater temperature oscillation during each
individual pulse and hence result in a larger
intrapulse wavelength shift.

To verify this model, we measured the intra-
pulse as well as the long-term (time-integrated)
spectrum of the diode light collected from a
10-bar SiMM package operated at 150 W/bar.
We see in chart. (a) that the rapid temperature
rise during the 500-ms excitation pulse results
in an intrapulse wavelength shift of about 4
nm, which is much narrower than the absorp-
tion bandwidth (10 nm) of Nd:GGG material.

We also measured the long-term wavelength
stability of the diode array operated at a
200-Hz repetition rate and 10% duty cycle. As
can be seen in chart (b), the wavelength varies.
very little (<0.5 nm) during the course of the
burst, indicating very little long-term tempera-
ture increase, in good agreement with the mod-
el.

(a)

(b)
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In recent tests, steady operation of a SiMM
laser-diode array at 1.5 kW/cm2 was success-
fully demonstrated with the 10-bar package
(150 W/bar); see photo below. Output power
degradation was found to be less than 3.4%
after 5 x 107 pulses at 10% duty factor. We
plan to test the Nd:GGG-slab testbed in the
near future to optimize pump efficiency. We
will also optimize the design of the SiMM
package to further reduce costs of production.

UCRL-ID-134972-01

The lO-bar SIMM package in opereation.
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Scalable antiguided ribbon laser

Raymond J. Beach, Michael D. Feit, Ralph H. Page, LeAnn D. Brasure, Russell Wilcox, and
Stephen A. Payne

Lawrence Livermore National Laboratorj4, PO. Box 808, Livermore, California 94551
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A new scalable fiber laser approach to phase locking of multiple gain ~Sr~iii-~i antiguided structure is de-
scribed and modeled. In essence, the waveguide comprises a periodic sequence of gain-loaded and no-gain
segments that has a uniform refractive index (referred to as the ribbon) encapsulated within a reduced-index
cladding region. Our calculations reveal that the constant-index profile within the ribbon structure provides
optimal mode discrimination; the refractive index must be constant within -+0.001 to ensure single-mode op-
eration for a five-core design. One-dimensional and two-dimensional calculations are pursued to support the
design criteria. Slight periodic variation in the refractive index of the ribbon laser leads to the emergence of
a photonic bandgap, in analogy to so-called holey fiber~. Our constant-index design, together with the periodic

/gain profile, may be deaerlh~,~.=~ ~ nhotnnic metal

1. INTRODUCTION

We describe a new, robustly scalable technique for phase
locking multiple gain cores in a fiber structure based on
antiguiding or radiative coupling} Our focus is on a rib-
bonlike geometry in which the waveguide region contains
multiple gain ceres that alternate with nongain regions in
a periodic array. An outer, lower-index cladding sur-
rounds the entire ribbon structure. The distinguishing
feature of our design is its constant-refractive-index pro-
file across the waveguide region, as opposed to alternat-
ing higher- and lower-index regions. Our modeling pre-
dicts that the constant-index design will provide modes
that meet our two critical design requirements: strongly
favored oscillation in a single transverse mode and good
intensity uniformity across the waveguide structure. In-
terestingly, when the index profile is allowed to have a
small index variation the model predicts formation of
bandgaps in the allowed wave-vector values. Essentially,
the ribbon fiber has a structure similar to that of photonic
crystal fibers.2

Because the ribbon structure described in this paper
contains a waveguiding region embedded in a lower-index
outer cladding region, it has many features in common
with single-core double-clad fiber lasers. The develop-
ment of these double-clad fiber lasers has brought fiber la-
sers to the forefront of possible approaches to the design
of high-beam-quality, high-average-power continuous-
wave laser sources. However, there are drawbacks to the
implementation of a fiber-based system that the design
described here should address. Individual fiber cores are
believed to be limited to a capacity of roughly 100 W of
average power3-6 owing to the output facet damage limit;
therefore it is anticipated that high-average-power fiber
systems will require phase combining of many individual
apertures. The antiguiding design will allow the radia-
tion output of the multiple cores to stay coherently
phased together even as the number of cores increases.
Conceptually, one could scale the device to higher powers
simply by increasing the number of antiguided cores

%: .....................
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within the ribbon. Our modeling predicts that this de-
sign will scale to 100 embedded gain cores with reason-
able tolerance limits on material construction and ribbon
fabrication processes. A second drawback to achieving
high-average-power fiber lasers is that the need to deliver
the pump light into the end of the fiber requires that di-
odes have radiance-conditioned outputs. Our design ben-
efits from the planar ribbon structure, which allows the
fiber conceivably to be pumped from the side by diodes
without radiance conditioning. This pumping concept is
not further described in this paper, however. Addition-
ally, the use of the ribbon structure is advantageous from
a thermal management perspective and should allow all
gain cores to be held at the same temperature.

The most commonly used approach to phase locking
multiple apertures or gain cores is to couple the cores eva-
nescently to their nearest neighbors. This technique,
originally used with multistripe diode lasers, 7 has been
described in numerous papers,s-l° However, with eva-
nescent phase locking the supermode or eigenmode tends
to be localized on gain cores, and only nearest neighbors
communicate with one another. When many cores are
coupled evanescently, it is anticipated that a general deg-
radation of the phase fidelity for cores will occur whose in-
tensity will increase as the distance between cores in-
creases. Additionally, there are techniques for diffractive
coupling such as the Talbot plane methodsn’12 and the
more recently used 1-to-N-way phase-locking tech-
niques}TM The ribbon structure described in this paper
uses a nonevanescent approach to coherently phase to-
gether multiple gain-loaded cores. In this approach the
gain elements are radiatively coupled in a leaky wave-
guide array, analogously to the most successful scheme
for phasing laser diode elements}’15’16 Because the
eigenmode is delocalized across all gain cores in this case,
all gain cores communicate with all other gain cores.
The antiguided cores are arranged in a row in a long as-
pect ratio rectangle, or ribbon, with a slightly higher in-
dex than that of the outer pump-cladding medium. An
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example structure with five cores is shown schematically
in Fig. 1. The strong phase locking that is inherent in
fills approach should allow all the gain cores in the ribbon
to communicate with one another and therefore scale to
higher powers with higher phase fidelity across the aper-
ture than can similar evanescently coupled structures.

Because of the ribbonlike structure, a one-dimensional
transverse treatment provides a reasonable model for the
properties of these devices. In this paper we describe a
simple, but elegant, technique in which electric field
propagators are used to generate the eigenmode spectrum
of the structure. A full two-dimensional transverse
analysis follows, with which modal gain discrimination is
accurately assessed. The modeling shows some striking
results in the eigenmode spectrum. Maximum mode dis-
crimination occurs with An = 0 (constant index) in the
ribbon part of the structure, giving the best potential de-
sign for a high-average-power, single-mode laser. How-
ever, when the index is allowed to vary slightly between
the gain and the nongain regions the spectrum shows for-
mation of forbidden regions of wave-vector values. This
is similar to the effect seen in holey fibers, i.e., photonic
crystal fibers constructed with physical holes in the
glass. 17 The holes serve to provide a periodic modulation
in the refractive index, something our design does by us-
ing materials with different refractive indices. One can
adjust the width of the bandgap by varying the index dif-
ference between the gain and the nongain regions, provid-
ing an ability to tune the structure to best suit an appli-
cation that requires bandgaps.

To explore key aspects of our proposed ribbon fiber we
start by investigating a five-core device by one-
dimensional and then by two-dimensional analysis. As a
specific example, the structure shown in Fig. i could be
fabricated from pure fused silica along with Ge and F dop-
ants to control the refractive index and Yb or Nd doping to
provide the gain-loaded regions. In the structure shown
in Fig. 1 the round doped-core sections serve as the gain
regions for the optical wave that is confined to the -9-gin
high by -60-gra wide rectangular waveguide region.
The pump radiation is confined to the larger -350-#~m by
-350-1~m square region, which we assume here is pure
silica, and so has a lower refractive index than the wave-
guide region.

As we have already mentioned, there are two critical
design considerations for the structures, which we con-
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sider here: First, the structure must strongly favor oscil-
lation in a single transverse mode; second, the strongly
favored mode must exhibit highly uniform intensity
across the entire array of gain cores. We require single-
mode operation such that a static phase corrector placed
in the near field of the ribbon laser’s output can optimize
the phase across the aperture to achieve an output beam
with a high Strehl ratio. The second requirement, that
the strongly favored mode exhibit good uniformity across
the entire array of gain cores, is necessary to ensure that
the ribbon structure’s gain saturates in a uniform manner
such as not to increase the propensity of the device to op-
erate in multiple transverse modes.

2. THEORY OF THE ONE-DIMENSIONAL
RIBBON FIBER WITH GAIN AND
REFRACTIVE INDEX VARIATION
To characterize our results we begin by analyzing the sim-
pler problem of the one-dimensional structure that is re-
lated to the two-dimensional structure of Fig. 1. We take
a lineout of the index profile along the center line of the
Fig. 1 structure and in Fig. 2 plot a refractive-index pro-
file to serve as an illustrative case. To further simplify
our analysis we assume that the electric field polarization
corresponds to that of a TE wave. We begin with the
wave equation for the electric field in one of the constant-
index strips along the waveguide:

[v2 - t) (1)

Restricting the electric field to be TE polarized (the elec-
tric field is parallel to the interfaces between the index
segments that make up the ribbon), we write the electric
field in terms of its frequency to and its longitudinal
k-vector ~ as

s(r, t) uyE(x)exp[i(cot - fl z)], (2)

where ~y is a unit vector in the y direction. Substituting
Eq. (2) into Eq. (1) gives the equation that must be satis-
fied by E(x):

dx2 = - - #2 E(x), (3)
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Fig. 1. Cross-sectional view of a five-core ribbon fiber.
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Fig. 2. (a) Refractive-index profile as a function of transverse
position in the one-dimensional approximation to the ribbon
waveguide structure shown in Fig. 1. The gain regions coincide
with the lower index segments in the waveguide region. (b) Co-
ordinate system used in our analysis for the TE-polarized wave
(TE with re.spect to the refractive index boundaries) as shown.
The E-vector is assumed to point in the y direction. Assuming
that fused silica is the base optical material, the pump cladding
index is 1.45, the gain regions have index 1.4585, and the no-gain
regions within the waveguide have index 1.4614. The central
segments within the waveguide are each 6/an wide, and the end
segments within the waveguide are 3/zm wide.

which is the one-dimensional Helmholtz equation,zs or an
eigenvalue equation for the Laplacian. Because of the
polarization direction of the electric field (TE wave), the
boundary condition to be satisfied at the interfaces be-
tween neighboring strips that have different refractive in-
dices in Fig. 2 is one of continuity; i.e., the electric field
amplitudes are the same on both sides of the boundary.
In addition to the continuity of the electric field amplitude
at the interfaces in the ribbon structure, second-order dif-
ferential equation (3) for the electric field amplitude im-
poses a continuity condition on dE/de at the interfaces.
If dE/de were not continuous at the interfaces, d2E/de2
would blow up at those locations, leading to infinitely
large values of the electric field. Finally, the boundary
condition on the electric field amplitude outside the rect-
angular waveguiding structure of Fig. 2 is that it ap-
proach zero at large distances from the waveguide.

Summarizing, the boundary conditions to be satisfied
by the electric field are

E(xi-) = E(x~+), (4)

dE dE
(5)

delx=xF dxlx=xi÷

E(x) ~ 0, x ~ +~, (6)

where xi- and xi+ refer to the limiting values ofx at the
ith interface when it is approached from the negative and
the positive sides, respectively. Because we are specifi-
cally interested in ensuring that we develop designs that
will preferentially support only a single transverse mode,
we must find all electric field eigenmode solutions to Eq.
(3) that satisfy boundary conditions (4)-(6). We shall 
fine these eigenmode solutions in terms of their longitu-
dinal k-vector values,/3.

Several methods of solution, for example, the transfer,
or T-matrix, method,z9’2° are available for generating so-
lutions to the one-dimensional problem outlined above.
Our method of solution, as outlined here, is to define ar-
bitrarily an electric field amplitude of unit intensity at
x = 0 for the structure in Fig. 2 and then assume a
k-vector value. To determine whether the assumed
k-vector value corresponds to an actual eigenmode of the
structure, we then propagate the electric field across the
structure from x = 0 to well beyond the waveguiding por-
tion of the structure (past 60 /~m in Fig. 2). Applying
boundary condition (6) then demands that, if the assumed
k-vector value corresponds to an actual eigenmode, the
electric field amplitude approach 0 as x increases without
bound.

The propagation of the electric field across the struc-
ture can be carried out numerically by use of Eq. (3) to in-
crementally step E and dE/de across the structure, given
initial values for both quantities at x = 0. However, a
quicker method and the one that we use here takes ad-
vantage of analytic propagators to propagate the field
across an entire constant-index segment of the structure
in a single step. The advantage of the analytic propaga-
tor method, which we outline below, is that it is extremely
efficient and applicable to very large structures (hundreds
of cores) that would bog down a calculation made by use of
the more straightforward numerical incremental step cal-
culation.

To begin the calculation, we arbitrarily choose a target
k-vector value for fl in Eq. (3) and define both E and
dE/de at x = 0- in Fig. 2. Inasmuch as we require that
E(x) approach 0 as x approaches -% we must choose
]3 > ndadW]C, where ndad is the refractive-index value in
the cladding region, x < 0 or x > 60/zm, in Fig. 2. As
we have already mentioned, we can arbitrarily set the
value ofE(x = 0-) = 1; however, the value ofdE/dx]x=o-
is not arbitrary. The functional form of E(x) for x < 0 

= (7)

which decays exponentially to 0 as x -* -~. With E(x)
given by Eq. (7), the value of dE/delx=o- is given 

We denote by ni the refractive index of the ith oonstant-
index segment of the wavegnide strueture described in
Fig. 9,. Starting with the electrie field amplitude and its
first derivative at the left-hand side of one of the constant-



index segments, the electric field amplitude and its de:
rivative at the right-hand side of the constant-index seg-
ment are given by

dE

Erhs = ELhs COS(dill) + --sin(dill),
eri

dE dE
Elhsai sin( aili) + -~--~scos( aili),

dxIrh~

ni~o
fl~< --, (9)

C

where

or

where

dE

Erhs = Eros cosh(&i/i) + dxlm-------~" sinh(&//i),
&

dE dE

nim
B > --, (10)

C

where I i is the width of the ith constant-index segment in
the ribbon fiber structure. The character of the electric
field solution in any given index segment is strongly de-
pendent on the relationship between the value of fl and
nio/c. When fl < niJc, the solution is delocalized and
the field propagates across the waveguide segment with
an oscillatory behavior but does not decay in amplitude.
When fl > nio/c , the solutions are localized and the
fields have an exponential dependence on the transverse
coordinate in the waveguide segments, which is the situ-
ation that one normally thinks of as evanescent coupling.
In our analysis we are interested primarily in the delocal-
ized solutions (fl < nieo/c) in which every gain region is
coupled to every other gain region.

Using the transverse propagator method outlined
above, we can propagate trial values of the wave vector fl
in Eq. (2) across the waveguide structure. The require-
ment that the trial fl value correspond to an actual elec-
tric field eigenmode of the structure is that, as x --, m on
the right-hand side of the waveguide, the electric field
amplitude go to zero. In general, a trial value for fl will
generate an electric field amplitude that diverges either
toward +¢o or toward -~ as x --+ oo. This suggests a gen-
eral method with which to search for electric field eigen-
mode/3 values. If two nearby/3 values can be found that
generate fields that diverge in opposite directions as
x --* % then, by continuity, there must be an intermediate
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fl value such that the field that it generates goes asymp-
totically to 0as x ~ ~, i.e., a ]3 value corresponding to an
actual electric field eigenmode. An example of this
method is illustrated by the field calculations displayed in
Fig. 3. The B values used for the calculations in Fig. 3
are as follows:

fl = 8.7167195 × (0.99999), field diverges to -~,

]3 = 8.7167195, field converges to 0,

/3 = 8.7167195 × (1.00001), field diverges to +oo.

This technique is generally applicable to arbitrary wave-
guide structures and can quickly yield the entire spec-
trum of a given structure’s allowed eigenvalues and eigen-
modes.

The gain experienced by various laser modes is propor-
tional to the overlap, F, of the mode’s intensity envelope
with the gain-loaded portion of the fiber:

I IE(x)12g(x)dx
r = " , (11)f IS(xll2dx

where g(x) is a function with value unity in those por-
tions of the fiber that are gain loaded and is proportional
to 0 where there is no gain loading. This is a straightfor-
ward calculation once the eigenmode fields are known.
Additionally, the effective index values neff associated
with the various eigenmodes of the structure can be cal-
culated from

nef~
- (12)

C

From Eq. (12) it can be seen that c/n~ is just the phase
velocity associated with the eigenmode as it propagates in
the ribbon structure. Using Eqs. (11) and (12), we 
write the electric field that propagates down a gain-
loaded ribbon fiber structure as

e(r, t) = E(x)exp[i(eot - /3z)]exp(~Fz/2), (13)

where ~ is the gain per unit length in the gain-loaded por-
tion of the ribbon fiber structure. Rewriting Eq. (13) and
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Fig. 3. Electric field calculations for three values of fl for the
one-dimensional ribbon fiber structure described by the
refractive-index profile in Fig. 2. The three profiles represent
the fields calculated for the fl values described in the text. Also
shown is the refractive-index profile (dashed curve).
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introducing the effective index defined in Eq. (12), but ex-
tending it to complex values, gives

=E(x)exP[i(o)t-~--z)]. (14)

With this expression, one immediately sees the connec-
tion between F and the imaginary part of the complex ef-
fective refractive index:

c~F
Im(n~) = 2~o (15)

3. DESIGN CRITERIA FOR A SINGLE-
INTENSITY LOBE IN EACH GAIN CORE
Here we deduce the design rules for the one-dimensional
ribbon structure that supports a mode that has a single-
intensity lobe in each of its gain cores and constant peak
intensity from gain core to gain core. Additionally, we re-

t

concerns the design of the end segments of the ribbon
structure to ensure that the intensity lobes are centered
on the gain segments. Because the boundary conditions
for the outer segments (the segments at the extreme ends
of the waveguide structure) are different from those of the
interior segments owing to the difference in the index
steps there, separate consideration must be given to the
widths of the segments beyond the constraint given by
Eq. (16). For definiteness, we assume that the outer seg-
ments are gain loaded in our structure. With this con-
straint, we can then ensure that an intensity lobe will be
centered on the first gain-loaded segment at the boundary
by forcing the field to be null in the center of the first no-
gain segment, which is next to the boundary gain-loaded
segment. To generate an equation to represent this con-
straint we use boundary condition (8) and the field propa-
gators given in Eq. (9) to propagate the field first from the
left-hand boundary of the waveguide region through the
first gain-loaded segment and then to the midpoint of the
first no-gain segment, where we force the field to null.
After some algebraic manipulations, the resultant equa-
tion that represents this constraint is

1 + {[/32- (~)2]y2/[(~g_~)2/3211/2}tan//ng[(nag~/2[-2-L’ c ] - /32]1/2/
(17)

I
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quire that this mode have the highest gain overlap of all
the modes supported by the structure to ensure that it is
the lowest threshold of all the modes supported and
thereby lases preferentially over the other modes. Equa-
tlon (3) hints at how to proceed. If we can arrange for the
electric field to be null at the center of the undoped no-
gain segments that separate the doped gain segments
within the waveguide region, then the lobes of the inten-
sity envelope will center themselves on the gain regions
and ensure a high overlap mode. To proceed, we fix a
wave-vector value for this preferred mode and then con-
struct the ribbon structure by varying the widths of the
gain and the no-gain regions until the conditions de-
scribed above pertain. Calling the refractive index val-
ues of the gain and the no-gain regions ng and hug, re-
spectively, we adjust the widths of the gain and the no-
gain regions such that the following equation is satisfied:

(16)

where lg and/ng are the widths of the gain and the no-
gain segments, respectively. Equation (16) ensures that
one complete lobe will be associated with each gain seg-
ment that makes up the ribbon structure. Having en-
sured that only one lobe of the intensity envelope will be
associated with each gain segment in the ribbon struc-
ture, we turn our attention to the remaining issue, which

where nclad is the index of the pump cladding surrounding
the wavegnide region and ledge is the width of the gain-
loaded edge region. To illustrate in detail the procedure
described above we investigate the ribbon structure de-
fined in Table I below with five gain-loaded cores. In this
structure the pump-cladding index region has refractive
index 1.45, the gain-loaded portion of the waveguide has
refractive index 1.4585, and the no-gain regions of the
waveguide have refractive index 1.4614. We arbitrarily
take the vacuum wavelength of the waveguide radiation

Table 1, Details of Design of a One-Dimensional
Ribbon Fiber Structure with a Step Index between

Gain and No-Gain Segments

Width (pro) Refractive Index Gain Loaded?

10.00 1.45 No
11.23 1.4585 Yes
4.00 1.4614 No
4.00 1.4585 Yes
4.00 1.4614 No
4.00 1.4585 Yes
4.00 1.4614 No
4.00 1.4585 Yes
4.00 1.4614 No

11.23 1.4585 Yes
10.00 1.45 No
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Fig. 4. Eigenmode overlap with the gain region plotted versus
effective index. Mode #5 (counting from the right) was designed
to have a single intensity lobe for each of the gain-loaded seg-
ments in the waveguide region.
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Fig. 5. Intensity envelope of the eigenmode for which the ribbon
structure was designed (Mode #5 in Fig. 4). The widths of the
individual index segments are adjusted such that each gain re-
gion (shaded) sees a single intensity lobe. Superimposed is the
refractive-index profile of the structure. The gain is located in
the lower index regions within the waveguide structure.

to be 1.05/~m and the widths of the interior gain and no-
gain segments to be 4 ~m. With these choices, the mode
that has one lobe associated with each gain region has a
wave-vector value of 8.725/~m and the gain-loaded seg-
ments at the ends of the waveguide region have widths of
11.23 ~m, as determined from Eq. (17), making the total
width of the waveguide region 50.45 ~m. Figure 4 gives
a summary of this structure’s eigenmode spectrum in a
plot of mode overlap with gain regions versus effective in-
dex value. Figure 5 shows a plot of local mode intensity
across the waveguide structure for the mode for which the
waveguide structure was designed. The ribbon structure
with the mode spectrum plotted in Fig. 4 was specifically
designed to ensure that there would be a mode with wave
vector 8.725/~m (the mode plotted in Fig. 5) and that this
mode would have a single-intensity lobe in each of the
gain-loaded segments of the waveguide. Having a single-
intensity lobe in each of the gain-loaded regions of the
structure ensures that this mode will have the highest
gain overlap of all the modes supported by the structure.

Although the mode shown in Fig. 5 has the highest
gain of all the modes supported by the structure, it does
not have constant lobe intensity in the gain regions across
the ribbon structure. The two outlying gain regions see
almost 10 times the peak intensity of the central gain re-
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gion. Therefore under the conditions of strong gain satu-
ration that ~vould be required for efficient laser perfor-
mance the outlying regions will be more strongly
extracted than the central regions, leaving an unbalanced
gain profile across the structure. This condition in turn
may encourage additional modes to come in that will pref-
erentially extract the central gain regions. Specific de-
sign of the ribbon structure to ensure that the peak inten-
sity is unchanged from core to core is addressed in Section
4.

4. ONE-DIMENSIONAL STRUCTURES
WITH GAIN VARIATIONS AND CONSTANT
REFRACTIVE INDEX
As an alternative to the periodically modulated index
structures just considered, we now evaluate a waveguide
structure that has a uniform refractive index across its
aperture, and we modulate the gain profile only periodi-
cally. To keep a connection with the previously analyzed
case displayed in Fig. 4 we keep the outer claddings index
value at 1.45, the waveguide region at a constant index of
1.4585, and the overall width of the waveguide at 50.45
/zm. Applying the same design procedure as has just
been explained for the case in which the gain segments
have a slightly lower refractive index than the no-gain
segments, we obtain the five-core ribbon structure, as
summarized in Table 2.

For the structure detailed in Table 2 the mode that has
one lobe associated with each gain region has a wave-
vector value of 8.723/~m. Figure 6 shows a summary of
this structure’s eigenmode spectrum in a plot of mode
overlap with gain regions versus effective index value.
Comparing Figs. 6 and 4, one can see that one of the ad-
vantages of the constant-refractive-index waveguide re-
gion is that the mode discrimination between the desired
mode and all other modes supported by the structure is
much better than for the variable-index waveguide region
(Fig. 4). Figure 7 is a plot of local mode intensity across
the waveguide structure for the mode for which the wave-
guide structure was designed (Mode #5 in Fig. 6). Exam-
ining the mode structure in Fig. 7, we can see that the
peak lobe intensity is constant across the wavegnide
structure, as we have already stated is one of the goals of

Table 2. Detailed Design of a One-Dimensional
Ribbon Fiber Structure with a Constant-Index

Waveguide Region

Width (pra) Refractive Index Gain Loaded?

10.00 1.45 No
6.81 1.4585 Yes
5.26 1.4585 No
5.26 1.4585 Yes
5.26 1.4585 No
5.26 1.4585 Yes
5.26 1.4585 No
5.26 1.4585 Yes
5.26 1.4585 No
6.81 1.4585 Yes

10.00 1.45 No
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Fig. 6. Eigenmode overlap with the gain region plotted versus
effective index. Mode #5 (counting from the right) was designed
to have a single intensity lobe for each of the gain-loaded seg-
ments in the waveguide region.
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!
Fig. 7. Intensity envelope of the eigenmode for which the ribbon
structure was designed (Mode #5 in Fig. 6). The widths of the
individual index segments are adjusted such that each gain re-
gion (shaded) sees a single intensity lobe. Superimposed is the
refractive-index profile of the structure, which is constant across
the wavegnide region.

a robust design. This, combined with the enhanced mode
discrimination afforded by the constant-index waveguide
region compared with other structures that have variable
indices in the waveguide region, makes the constant-
index structure ideal for single-mode, power scalable de-
vices. The realization of these advantages as a result of
having a constant-index waveguide region is the central
result of this study. It should be noted that the gain dis-
crimination depicted in Fig. 6, which clearly favors the
single mode plotted in Fig. 7 (Mode #5), is calculated for
the specific case in which the gain in the interior regions
has a 50% fill factor; i.e., the interior gain and no-gain re-
gions have the same width. By increasing the fill factor
of the gain regions beyond the 50% fill design point con-
sidered above, we can increase the F factor of the pre-
fenced mode beyond its value of 0.85 in Fig. 6. Doing so,
however, will come at the expense of mode discrimination,
as the F factors of all other modes will also increase.

5. ONE-DIMENSIONAL STRUCTURE WITH
GAIN AND INDEX VARIATION

Figures 8 and 9 reveal the effects of slightly increasing
and decreasing, respectively, the refractive index of the

\
.f

gainLloaded segments by An = 0.001. Comparing these
calculations ~of the overlap factor versus the effective in-
dex with the calculation of Fig. 6 makes it apparent that a
bandgap emerges when An ¢ 0. As is illustrated below,
the refractive index acts as a potential, when an analogy
is drawn between the paraxial wave equation of optics
and the SchrSdlnger equation of quantum mechanics (see
Section 6 below). Therefore we are able to say that each
segment in the ribbon may be viewed as an atom.

For the case of Fig. 8, for which An (gain - no-gain)
= +0.001, it is as if a potential well had been introduced
in the gain-loaded regions. This favors the overlap fac-
tors of modes that have five or fewer lobes (i.e., the first
five points, counted from the right in Fig. 8). The sixth
point (six lobes) fills the no-gain regions much more effec-
tively, introducing a discontinuity in the plot of F versus
neff. Once there are many lobes in the mode, the overlap
averages to approximately one half, as would be expected.
The point of highest overlap may be regarded as the top of
the valence band (maximal overlap with the gain-loaded
segments); the point characterized by the lowest overlap
factor (i.e., maximal overlap with the no-gain regions)
may be regarded as the bottom of the conduction band.
We thereby discern the photenic crystal nature of the rib-
bon laser.2’21’22 The calculations in Fig. 9 are related but
may be contrasted because the potential well (i.e., slightly
higher index) is located in the no-gain segments. There-
fore the field becomes concentrated in the no-gain regions
and evidences a low overlap factor for fewer than four
lobes. The discontinuity here may also be interpreted as
a photonic bandgap.

We may now refer to Figs. 6 and 7, where Mode #5 ex-
hibits a greatly enhanced overlap factor than any of the
other modes. The reader is reminded that this case cor-
responds to that of a constant refractive index across the
ribbon. When we consider the solid-state analogies
again, it is apparent that the constant-index, or constant-
potential, model is closest to that of a nearly free electron
in a metal. Of course, photonic metal would not have a
bandgap, but the special mode (Mode #5) would corre-
spond to the boundary of the Brillouin zone. This anal-
ogy of a photonic metal holds most closely for the situa-
tion in which the electron is nearly free (i.e., does not
sense the potential from individual atoms in the lattice).

6. THEORY OF THE TWO-DIMENSIONAL
RIBBON FIBER

The one-dimensional theoretical model outlined above
gives insight into the occurrence of the desired antiguided
leaky modes in structures of the type considered here. To
understand the effects on performance of possible fabrica-
tion constraints, we have considered a number of designs
with either rectangular or circular cores that either touch
the boundary or are immersed in the inner cladding re-
#on. For this reason we employed a full scalar-wave
propagation method to simulate the performance of target
designs as detailed below. Various implementations cor-
respond to the same one-dimensional transverse struc-
ture (index distribution as seen on center line) analyzed
in Section 5.

I



Beach et al.

Elgenmnde Overlap vs Eigonmnde Effective Index Eigenmode Intensity Profile
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Fig. 8. Same structure as in Fig. 7 but with the gain-loaded segments’ refractive index increased by 0.001 above that of the no-gain
segments. Gain-loaded regions are shaded.
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Fig. 9. Same structure as in Fig. 7 but with the gain-loaded segments’ refractive index decreased by 0.001 below that of the no-gain
segments. Gain-loaded regions are shaded.

Amplitude s of a propagating electric field in normal fi-
ber and integrated optical waveguides with small index
contrast, i.e., in which refractive-index differences are
small compared with the index, is well described by the
scalar Helmholtz wave equationis

In(x, y)oJ]2
V2e(x, y, z) + L~J ~(x, y, z) (18)

Here n(x, y) is the refractive index, which is assumed to
depend on the transverse spatial coordinates x and y.
Because the index is independent ofz (position along the
ribbon fiber), such a structure supports modes whose
shape is independent ofz. Such a mode, Ei(x, y), propa-
gates with a characteristic propagation constant ill,
which can be found from the eigenvalue equation

V±2Ei( x, Y)=-fill 2- fli21Ei(x, y), (19)

where V±2 = a21c~x2 + ~2/oay2 is the transverse Laplacian
operator. Equation (19) is equivalent to Eq. (3) but incor-
porates both tranverse dimensions. Because Eq. (18) 
linear, the general solution is a linear combination of such
modes with arbitrary amplitudes, each changing its phase
with propagation distance according to its own character-
istic modal propagation constant.

Numerical solution of Eq. (18) can be difficult. How-
ever, a convenient simplification is to make the slowly
varying envelope approximation. We assume that ampli-
tude u varies mainly as exp(iKcz), where e i s areference
wave number (see below); i.e., we let

e(x, y, z) = E(x, y, z)exp(iKcz), (20)

where E is only a weak function of z. This means that E
varies little over an optical wavelength. In this case,
substituting Eq. (20) into Eq. (18) and discarding the 
~E/~z~ because it is small compared with Kc~E/~z, we
are lei~ with the so-called paraxial wave equation:
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,I
aE 1 2 ~[ n2(x,y)l

i z--- vlE+ 1 ©
(21)

I where nc is the index that corresponds to Kc, i.e., Kc
= nco~/c. Note that this equation has exactly the form
of the SchrSdinger equation of quantum mechanics.
Propagation distance z plays the same role in optical

I propagation as time does in the SchrSdinger equation,
and the potential energy is given by the second term on
the right-hand side in Eq. (21), which involves the refrac-
tive index. There is thus a one-to-one analogy betweenI optical waveguides and two-dimensional (x, y) quantum
mechanics. Equation (21) defines an optical Hamiltenian
operator H as in quantum mechanics. The eigenvalues
and eigenfunctions of this operator are the fundamentalI quantities that describe the nature of the optical wave-

: guide. It can be shown that the modal eigenfunctions of
Eqs. (19) and (21) are exactly the same.23 However, the

i eigenvalues are different. The modes that compose field
E of Eq. (21) individually satisfy the eigenvalue equation

HEi = ]3i’Ei, (22)

i with the relationship between fli and ill’ given by

fli = (Kc2 - 2K~flJ)y2 ~ Kc - fli’. (23)

That is, fli’ represents the small change of modal wave

I number fli from reference wave number Kc. Because of
the analogy with the SchrSdinger equation, we see imme-
diately that if we choose the cladding index to define Kc,
then guided modes will have negative values of ~i’ (cor-

I responding to bound states in quantum mechanics that
have negative energy) and radiation modes will have posi-
tive values of fl’.

We solve Eq. (22) numerically, using the fast-Fourier-

I transform based beam propagation method.24’2s An ad-
vantage of this approach is that, for a lossless-gainless
medium, it exactly conserves electromagnetic energy.
This is important to enable reliable calculations to be car-

I ried out for a medium with small gain or loss. The solu-
tion found for Eq. (21) is of the form E(x, y, z), where E
is, in general, a linear combination of modes excited at the
start of the calculation by assumption of an initial field

I E(x, y, 0). One can find the modal propagation con-
stants by forming a correlation function P(z):

known, we can retrieve the nonnormalized mode shapes
by projecting them from the propagated field, i.e.,

En(x,y)=ff E(x,y,z)exp(il3n’z)dz. (27)

This technique has been used effectively in modeling op-
tical fibers, rib waveguides, x and y couplers, and optical
resonators .26

This formalism remains the same for a nonpassive de-
vice, i.e., a device with distributed gain or loss. In that
case the delta function line shapes in the spectrum of Eq.
(26) are broadened by an amount proportional to the
imaginary part of the modal wave number. A numerical
technique that measures this width then gives a direct
value for the modal gain.

7. TWO-DIMENSIONAL STRUCTURE WITH
GAIN VARIATION AND CONSTANT
REFRACTIVE INDEX

We used a numerical code that embodies the above for-
malism in our simulations of the two-dimensional trans-
verse ribbon structure. Typically, the inserted field is
propagated on a 256 × 64 grid and the propagated field is
evaluated as a function of transverse coordinates x and y

n=1.45 n=1.4585

Fig. 10. Cross sectional view of the ribbon structure with two
transverse dimensions that is analyzed in the text. The dark re-
gions in the upper picture indicate the gain-loaded portions of
the waveguide. The refractive index is constant throughout the
waveguide region and equals 1.4585. The waveguide region is 6

high, the end pieces are 4.5 ~m wide, and the central seg-
ments are 4 ~m wide.

I
I

Ix10S l[
Ix104 j I(?

P(z) = |] E*(x,y,O)E(x,y,z)dxdy. (24) ,x,o’j highest gain

I .~, lx10= j f (greatestwldth)JJ
Because E is a linear combination of orthonormal modes, ~ 1xlo’ j

lxlO°’~
j

the correlation will necessarily be of the form
~ Ixio" -~

I: P(z)=ElAnl2exp(i/Jn’Z),

(25)~n O lxl°d J lx10" j lxlO" j ,,H,,////! ! ~

where An is the amplitude of mode n and IAnl2 is propor-
~ lxl°~J ]l ]

i tional to the power in mode n. Fourier transforming ~ lxlO%1 ’1
P(z) with respect to z yields ~ Ix10"I/l

lxlO-ft
P(fl) = ~ IA.12#(fl- ft.’). (26) 1x10"=]} ....... I

1,450 1.451 1.452 1.453 1.454 1,455 1.456 1.457 1.458

That is, the spectrum of the correlation function consists Effective Index
of distinct lines centered at the modal propagation con- Fig. 11. Spectral power of modes excited by a Gaussian beam
stants. Once the modal propagation constants are inserted into the structure described in Fig. 10.
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Fig. 13. (a) Uncorrected far field of the ribbon structure of Fig.
10. Far-field lines are separated by 132 mrad. (b) Far field af-
ter correction with a simple phase plato. Approximately two
thirds of the total energy is contained in the central peak.

at 32,800 longitudinal z values. The complex modal
propagation constants and modal field patterns can then
be calculated. A cross section of a sample ribbon laser
structure is shown in Fig. 10. Both refractive index and
small-signal gain are spatially distributed. Simulations
are started with an initial field. Part of this field projects
onto waveguide modes and is propagated. The rest is ra-
diated away from the structure. To prevent this radiated
energy from reflecting from the numerical boundaries of

Beach et al.

the simulation, we placed an absorbing layer around the
outer boundary. Propagating the initial field and calcu-
lating the correlation function defined in Eq. (25) and its
Fourier transform over the propagation distance lead to
the spectrum shown in Fig. 11. Excited modes appear as
distinct spectral lines for which the spectral width is pro-
portional to the modal gain. Figure 12 plots the gain
overlap versus the effective mode index for the structure
shown in Fig. 10 for both the one- and two-dimensional
formalisms. The one-dimensional calculation corre-
sponds to the one-dimensional structure that we gener-
ated by taking a lineout along the x axis of the two-
dimensional structure depicted in Fig. 10. In both the
one- and two-dimensional analyses, the fifth mode is the
one with the highest gain. As one would expect, the two-
dimensional calculation gives both smaller gain overlaps
and smaller effective index values because of the extra de-
gree of freedom in the transverse direction.

As can be seen, e.g., from Fig. 7, the optimal antiguided
modal field is nearly a pure sinusoid, which implies that
the far field will consist principally of two lines with an
angular spread of +-k/np in the horizontal direction.
Here k/n is the wavelength in the medium and p is the
period. Similarly, the angular spread in the vertical di-
rection is determined by the structure height. These ex-
pectations are met in our numerical simulations. Figure
13(a) shows the simulated far-field pattern for the ribbon
structure of Fig. 10. Because the modal field is coherent,
collimation can be achieved by use of a phase plate. Ad-
ditionally, because the modal structure is so simple, the
most convenient approach to collimation is to adjust the
phase of periods of the structure by either 0 or 7r, succes-
sively, to effectively yield the absolute value of the modal
field. This elimination of zero crossings greatly improves
the far-field pattern, as shown in Fig. 13(b), where the
simulation reveals that two thirds of the modal power has
been concentrated in a central peak. The horizontal
width of this peak depends on the number of cells in the
structure and will improve as 1/N for the ideal structure.

8. ROBUSTNESS TO VARIATIONS IN
REFRACTIVE INDEX AND DIMENSIONS
Our ultimate goal in this study is to develop an under-
standing of robust fiber ribbon designs that will guaran-
tee single-transverse-mode operation in the presence of
strong gain saturation. Therefore it is useful to develop
a criterion for how tightly design tolerances, both cell re-
fractive indices and cell dimensions, must be held for the
various cells that constitute a given structure. We inves-
tigate this issue in two regimes. First we look at the ef-
fect of systematic variations in cell refractive indices and
cell dimensions. This type of systematic error represents
what we shall likely see in structures fabricated from con-
ventional fiber and by use of preform pulling technology.
Cell dimensions will tend to vary together, shrinking be-
low or expanding above the design point as a result of the
manner in which the ribbons are pulled. Also, because
we anticipate using the same starting material for all the
gain and all the no-gain portions of the various cells that
make up the waveguide region of the ribbon, we expect in-
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Fig. 14. Overlap versus index difference of the two highest over-
lap modes for one-dimensional (l-D) and two-dimensional (2-D)
cases with systematic index variation between the gain and no-
gain regions.
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dex errors from the desired design point to occur uni-
formly throughout the structure. In addition to investi-
gating these systematic errors, we go on to investigate
random errors in both cell refractive indices and cell di-
mensions for very large, 100-core structures. Such errors
characterize uncontrolled aspects of the ribbon structure
fabrication and could be an issue in the developing tech-
nology that we anticipate using.

Here we determine what the tolerance in the refractive
indices of the gain and the no-gain regions must be to en-
sure that the structure will support only a single trans-
verse mode. Because the one-dimensional code can be
quickly executed, it is better suited to running the large
number of cases required for this parameter study. The
two-dimensional code is then used on a smaller scale to
confirm the results of the one-dimensional code. Using
the same-constant index five-core structure as described
in Section 7, we made a series of runs to determine sen-
sitivity to systematic variations in the refractive indices
of the gain and the no-gain cells. In this series of runs
we kept the geometry constant, allowing only the index

\

difference to vary from run to run. We used an index of
1.45 for the cladding, while the gain-doped regions were
held fixed at an index of 1.4585 and the nongain regions
were allowed to vary from 1.4628 to 1.4542. The data
were compiled by the index difference value of
gain index - no-gain index. This range of allowed indi-
ces for the no-gain regions represents both guidedlike
(gain index > non-gain index) and anti-guidedlike
(gain index < non-gain index) variations. For each in-
dex difference, the largest and the second largest gain
overlap modes were recorded. We ran a total of 11 cases,
using the one-dimensional model and reran 5 of the 11
cases using the two-dimensional model. Figure 14 is a
plot of overlap versus index difference and presents both
the one- and two-dimensional results. Although the gain
overlap increases as the index difference increases for the
highest gain-overlap mode, Fig. 14 shows that the point of
maximum discrimination occurs with an index difference
of zero. In addition, the qualitative similarity between
the one- and two-dimensional calculations is evident in
Fig. 14; both show maximum gain discrimination for an
index difference of zero. Remember that one of the criti-
cal design requirements is that the structure oscillate in a
single transverse mode, making good mode discrimina-
tion a strong figure of merit in the design. As the index
difference increases (in both the positive and the negative
directions), the overlap values of the two strongest modes
get closer, increasing the chance that the structure will
hop from one mode to the other during operation.

We next explored the structure’s sensitivity to geom-
etry (cell width) variations. The dimensions of all cells
within the structure were varied by the same amount,
mimicking the type of systematic error that might be ex-
pected if one were fabricating the structure by using a fi-
ber preform pulling technique. For this parameter study
we varied each cell width by a specified amount (-+2%,
__-4%, -+6%, -+8%, and -+10%) from its original value.
This parameter study was repeated for systematic index
variations of -0.0013, 0.0, and 0.0013. All runs were
made with the one-dimensional model. As can be seen
from Fig. 15, in which the results of this study are plotted,
varying the cell widths has little effect on either the gain
overlap value or the mode discrimination out to the - 10%
systematic variations investigated here. Based on these
results, we believe that an acceptable index difference is
-+0.001, with a target difference of 0.0. Within this index
difference range, we should be able to handle cell width
fabrication errors of --. 10% and possibly more.

Important for power scaling is the question of required
index tolerance as a function of the number of cores. To
determine this value we repeated the foregoing five-core
structure analysis in which the refractive index of the
gain and no-gain cells was systematically varied for a 20-
core and a 100-core ribbon fiber structure. Figure 16 de-
picts the results of this study. The data in Fig. 16 were
generated by use of the one-dimensional code with subcell
dimensions identical to those used for Fig. 14. It is evi-
dent from Fig. 16 that, as the number of cells increases,
the requirements on the systematic variation of the re-
fractive index become more stringent. To better quantify
this scaling law, we determined the FWHM spread in in-
dex for which the gain discrimination between the two

I
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highest overlap modes is just one half of its peak value at
An = 0. These FWHM values appear in Fig. 16. In Fig.
17 we have plotted these FWHM index spreads relative to
the inverse number of gain cores (1/ncores) for the three
cases studied here. As can be seen from the data plot in
Fig. 17, the AnFWHM requirement varies almost linearly
with 1/ncores, which is what we intuitively expect. The
straight line in Fig. 17 represents a linear least-squares
fit to the data points that is constrained to pass through
the origin, AnFWHM = 0-0127/ncores.

In addition to the systematic errors just considered,
random variations in cell index and cell dimension may be
an issue, particularly in fiber structures that consist of a
large number of cells. To investigate the effect of random
index variations we modeled a 100-core ribbon fiber with
nominally constant index throughout the waveguiding re-

0.01
°1

-o.~. -o.~o~o.ooo’ o.~;~ ’0,004

Index Difference (Gain Index - No-Gain Index)
Fig. 16. Overlap versus index difference of the two highest over-
lap modes for one-dimensional structures that have a systematic
index variation between the gain and the no-gain regions.
Three structures are investigated here that consist of 5,20, and
100 cores. For each structure investigated, the gain overlap of
the highest overlap and the next-highest overlap mode are plot-
ted against the systematic index variation.
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Fig. 17. Gain discrimination requirements versus number of
mode cores taken from the data in Fig. 16. Additionally, data
points are included for 10, 50, and 75-gain-core structures. The
FWHM spread in index plotted here is defined by the two points
at which the gain discrimination between the two higheste ver-
lap modes is just halved from its peak value at An = 0.
Straight line, linear least-squares fit to the data points that is
constrained to pass through the origin.
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gion. The one-dimensional waveguide design investi-
gated here consists of a structure similar that in Fig. 10
but with cell dimensions of 3.65 ~m for the central cells
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and 4.36 /~m for the end cells. The effect of random
variations in cell refractive index is illustrated in Fig. 18,
where we have plotted the structure’s eigenmode gain
overlap against the various mode effective refractive
indices. In each case the individual cells that compose
the waveguide have had their refractive indices randomly
varied with a uniform spread about the design point.
The magnitudes of the uniform random distributions
were taken to be An = 0, An = ___0.00015, An
= _+0.00037, and An = _+0.00073, as indicated. In Fig.
19 the overlaps of the two highest-gain overlap modes for
this structure are plotted as a function of the random er-
ror introduced in the individual cell refractive indices.
Examining this plot, one can see that the gain discrimi-
nation between the two highest overlap modes begins to
degrade substantially when random index variations are
approximately An = ___0.00037, in approximate accord
with the FWHMs deduced in Figs. 16 and 17. We have
also modeled the effect of random variations in the cell di-
mensions for the 100-core structure studied here and
found that in general the structure is highly robust to
these types of variation. Based on our modeling, random
dimensional variations at the ---10% level do not signifi-
cantly degrade mode overlap and mode overlap discrimi-
nation and so are probably not issues in device fabrica-
tion.

9. CONCLUSION

In this paper we have described a new, robustly scalable
technique for phase locking of multiple gain cores in a fi-
ber structure based on antiguiding or radiative coupling.
Our focus has been on a ribbonlike geometry in which the
waveguide region contains multiple gain cores alternat-
ing with nongain regions in a periodic array. An outer,
lower-index cladding surrounds the entire ribbon struc-
ture. The distinguishing feature of our design is a con-
stant refractive-index profile across the waveguide region
as opposed to alternating higher- and lower-index regions.
Our modeling predicts that the constant-index design will
provide modes that meet our two critical design require-
ments: strongly favored oscillation in a single transverse
mode and good intensity uniformity across the waveguide
structure. The constant-index case is also more robust in
terms of design tolerances that must be held with both
the refractive-index values across the waveguide region
as well as physical dimensional tolerances.
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1. INTRODUCTION cillator and dual-clad amplifier. The preamplifier is a

I
I
I
I
I
I
I
I
I
I
I

A great deal of experimental and theoretical research has
been done in the past 20 years on active fiber devices.1-3

Much of this research has been directed toward telecom-
munications applications at relatively low power and with
erbium as the active ion. More recently, dual-clad fiber
lasers and amplifiers have received much attention as po-
tential sources for high-power applications. However, it
is unlikely that a single diffraction-limited source will
emit more than a few hundred watts. Therefore coherent
combination of many sources may be a path to higher
powers. For coherent beam combination, there is a trade
between the linewidth of the sources and the precision re-
quired in matching the optical path lengths. This is eas-
ily understood in terms of fringe visibility in a Michelson
interferometer. For a narrow-line light source, the fringe
visibility is high even for a large mismatch in the inter-
ferometer arms. For white light, the fringes are visible
only for a small path mismatch. Since coherent combi-
nation becomes far easier with narrow-band sources,
single-frequency lasers and master-oscillator power am-
plifiers become attractive.

While great strides have been made in power-scaling fi-
ber lasers, the research is not universally applicable to co-
herent combination¯ Dominic et al. reported a fiber laser
with greater than 100-W cw output. 4 Free-running fiber
lasers operate with very broad linewidths, 1 nm, which
make coherent combination nearly impossible. Other
groups have reported amplifiers with high gain over much
of the ytterbium emission spectrum.5 However, they do
not mention the seed linewidth. Lasers and amplifiers
with narrow linewidths have been limited to much lower
powers.

We developed a 2-W narrow-linewidth source consist-
ing of a fiber distributed-feedback (DFB) oscillator (Ionas,
Denmark), a preamplifier, and an amplifier. Our system
is based on Page’s6 design for a Yb:silica DFB master os-

!

k

short section of doped single-mode fiber pumped with a
200-mW fiber-coupled diode. The main amplifier is a
dual-clad fiber end pumped by a fiber-coupled diode with
up to 12 W of available power. We built this source as a
seed for much higher power amplifiers to investigate
stimulated Brillouin scattering, which will be the limiting
factor for high-power single-frequency fiber amplifiers.

This amplifier offers an excellent opportunity to test
our model against experiment since we have cross sec-
tions, lifetime, and dopant concentration measured from
the preform from which the fiber was drawn. We com-
pare amplifier performance, saturation, and spectra.

We are also pursuing an accurate and comprehensive
model for high-power fiber sources to use as a design tool
for future systems. While there are many models for fi-
ber amplifiers in the literature, we have based our model
primarily on the research by Marcerou etal., 7 Giles
et al., s’9 and Oron and Hardy.1°’11 It is a rate-equations
model with spectrally resolved amplified spontaneous
emission¯ Our modeling effort is unique in that it uses
results of a simplified model as input to the more com-
plete model. This is necessary for model convergence for
an unsaturated amplifier. The simplified model makes
the assumption that the inversion is constant along the
length of the fiber and is referred to as the mean excited
fraction modeln (MEFM). The differential equations
and methods of solving them are reported in many pa-
pers; we include them for completeness in Appendix A.
The mean excited fraction model follows in the next sec-
tion.

2. MEAN EXCITED FRACTION MODEL

The algorithms for solving the differential equations de-
scribing the fiber amplifier often require an accurate ini-
tial guess. This is especially true when ASE is strong
and contributes to amplifier saturation. The mean ex-



cited fraction model is used to find an estimate for the sig-
nal power, transmitted pump, and ASE spectrum. The
MEFM assumes that the population inversion is uniform
along the length of the fiber. One balances the number of
atoms excited by the pump and the number de-excited by
stimulated and spontaneous emission. While this can be
far from accurate in many cases, this assumption does al-
low for a quick solution that can be used as an initial
guess for the more complex model. Because the single-
pass gain can be high, small reflections at the fiber end
can provide enough feedback for oscillation. To ad-
equately model such situations, we must account for mul-
tiple passes of the fiber caused by finite reflectivities. A
similar model has been presented by Nielson et al. ,13 how-
ever, they do not account for multiple passes of the fiber
or for spectrally resolved ASE.

This model looks for a zero of the change in population
inversion as a function of the population inversion. An2
is a monotonically decreasing function n2 ̄  n2 is the frac-
tional of ions in the excited state. For zero inversion,
An2 > 0. The pump sees absorption, but there is no gain
or spontaneous emission. For n2 = l, there are no ions
in the ground state. Only emission takes place: An2
< 0. The correct steady-state inversion is the zero cross-
ing for this function.

A. Differential Equations
The equations for pump, signal, ASE, and inversion de-
pend on a variety of parameters such as cross sections,
dopant concentration, and fiber geometry. In normalized
variables, the differential equation describing the evolu-
tion of the power is

dp~(z)
+-- = [n2(z)k2i - k3i]P~(Z ) + n2k4i.dz

A complete development of the differential equations is
provided in Appendix A. The constants are defined in
Table 1. Buried within the normalized variables are the
familiar parameters; the definition of the symbols as well
as the values used for the modeled data are in Table 2.
Two important parameters are the mode overlap, F, and
the capture fraction, ~. The mode overlap is a measure
of how well the guided mode overlaps the core dopant,s,9

The mode overlap affects the stimulated emission and the

Table 1. Normalized Model Parametersa

Variable Value

z z/L

p; P+,~,
h viNoAcorc.L

kl 7-sir2
k2i (~ + (ra)NoFiL

k31 (r~NoFIL + alL
k 4nleld

4n2Ako-~FiL(k2A¢ore) 
k4igeo 2 ~nAk~r~FiLk-4NA2

k4iarb 16~n3Ak(r~FiLk-4~
ksi z?NoFiL

aThere are three entries for the spontaneous-emission coefficient, de-
pending on how it is calculated.
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Table 2. Model Parameters and Input Values

Symbol Parameter Sourcea Value

zs Upper-state lifetime m 940 ps
NO Yb Number density m 9 × 1025 m-3
a Core radius s 4 tan
NA Core numerical aperture s 0.1
ncor~ Core index s 1.453
kp Pump wavelength m 975 nm
ap Pump scattering n 0.004 m-1

Vp Pump coupling f 0.53
ks Signal wavelength m 1100 ram
as Signal scattering n 0.001 m-1

~ Signal coupling f 0.5"
L Fiber length m 9.4 m
Aclad Cladding area s 2.25 x 10-s m
R1 Reflectivity at side 1 f 0
R2 Reflectivity at side 2 f 0
t2 Capture fraction c 0.001
F Overlap f 0.35, 0.58

am indicates that the value was measured, s indicates manufacturer
specification, c indicates calculated from manufacturer specification, n in-
dicates a nominal value for fiber of this type. findicates that the value was
allowed to float to achieve the best fit with experiment.

absorption. The capture fraction determines how much
of the spontaneous emission enters the guided mode.
There is spontaneous emission in all directions; only a
small fraction is within the critical angle for a single-
mode core. The length is normalized to the length of the
fiber and runs from 0 to 1. In this form, k2i represents
gain, k3i represents absorption and scattering loss, and
k4i represents spontaneous emission. The steady-state
population inversion is

ksi[p+(z) p[ (z)]
i

n2(z) = , (2)
kl + ~ k2i[p+(z) + p[(z)]

i

where ksi is the normalized excitation rate, k2i accounts
for stimulated emission, and k 1 accounts for spontaneous
emission and nonradiative de-excitation.

B. Pump
One can determine the change in population inversion by
following the spatially localized group of photons as they
bounce back and forth between the fiber ends. The nota-
tion in this subsection is the convention that the upper in-
dex represents the pass number, and the lower index rep-
resents the wave of interest. For example, pl 3) is the
photon number after the third pass for the ith ASE bin
whose first pass traveled from z = 1 to z = 0. The same
convention applies to the other parameters such as the
change in photon number (Ap), change in scattered pho-
tons (As), and change in population inversion (An2).
Letpp1 be the number of pump photons incident upon the
fiber at z = 1. The lower index p 1 indicates that this is
the pump field starting at z = 1. The number coupled
into the pump cladding is p(pO) = ~Tpppinl. The number of
photons remaining after a single transit of the fiber is
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pZ) = p o> exp(g.), (3)
wheregp = n2k2p - k3p, and the upper index is the pass
number. Gp = exp(gp) is the single-pass integrated gain.
Equation (3) results from Eq. (1) under the assumption
that n2 is not a function of position and k4p is zero. The
net change in the photon number is

= - 1). (4)
Since the pump sees absorption, n2k2i- k3i <~ 0 and
App ~ O. In these normalized variables, the change in
photon number corresponds exactly to a change in the
relative population inversion, given by

A- 21 = (5)
The indices on n2 follow the same convention as the indi-
ces for the photon numbers. The lower index, p 1, and
upper index, 1, indicate that this is the change in frac-
tional inversion associated with hp(p~) . Some of the
pump photons are lost to scattering and not to the absorp-
tion process. The number of pump photons lost to scat-
tering in a single pass is given by

As(~1) : ~.p (z)dz = sp~p , (6)

where Sp = ap/gp. Since these photons do not contrib-
ute to excitation, the total change in population inversion
caused by pump absorption on the first pass is

: - -s,). (7)
For each subsequent pass of the fiber, there is a gain (or
loss) of Gp and a multiplicative factor R o or R 1. For an
arbitrary odd pass of the fiber, the number of photons left
at the end of the pass is

p(2m+l) ~(0)tl:~ ~:~ ~mt’2_2m+l (8)
pl = /Jplk~0~l] ~’~p "

m runs from 0 to oo. The number of photons lost to ab-
sorption is given by.A.(2m+l) = p(pO)(G p _ 1)(RoRj~G2m

(9)~’pl

Similarly for an even pass, the number of photons left at
the end of the pass is given by

p(2m+2) ~(0)D (~ ]~ "~mD2m+2pl = ~,pl,,o~,o~lj ,~p . (10)

Every even pass sees an odd number of reflections: an
additional interaction with Ro. The change in photon
number for an arbitrary even pass isA,(2m+2) = p(Ol)Ro(Gp _ 1)(RoR1)mG2m+I. (11)

~’pl

The number of scattered photons in any pass is simply
SpAppl, where Appl is the number of absorbed pump pho-
tons for that pass. The total number of ions excited into
the upper state, including an infinite number of reflec-
tions, is

An2pI = -p(p°l)(1 Sp)( Vp1)(

oo

+ RoGp) ~ (RoR1G2)m. (12)
m=O

Equation (12) comes from Eqs. (9) and (11). The 
(1 - si) accounts for the reduction in excitation caused

" : ~. ,: " ’ ", . "" 983

by the scattered photons. The lack of a superscript on
An2p1 indicates that this is the total contribution to exci-
tation for all passes. If the quantity (RoR1G~) < 1, then
the sum converges. Equation (12) becomes

i + RoGp(°)(1 Sp)(Gp - 1) _ RoR1Gp (13An2pl "= --Ppl x
1 "

For the pump, it is clear that the infinite sum converges.
Both reflectivities are strictly less than one; the gain is
also less than one since the pump sees absorption. Al-
though not obvious, the sum also converges for the signal
and ASE. The exponential term is the gain. Even if
there is enough gain for the signal or ASE to oscillate, the
gain always clamps just under the loss. The denomina-
tor in Eq. (13) gives the familiar laser threshold condition.
Since Gp < i, the change in photon number is positive.
For a pump injected at the other end of the fiber the re-
sult is the same with rs and O’s exchanged.

C. Signal
The signal evolves in an manner analogous to the pump.
The only difference is for the scattered light. For the sig-
nal, and ASE, the scattered photons resulted from de-
excitation and must be counted. For the signal injected
at z = 0, the total change in population is

1 + R1Gs
-~(°)tG - I)(i ss) (14)Ar~2,o = ~’p0~ s

1 -- RoR1G~"

Equation (14) differs from Eq. (13) only in the sign of 
s. Since Gs > 1, the change in photon number is nega-
tive.

D. Amplified Spontaneous Emission
The evolution of the ASE is somewhat different. On the
first pass of the fiber, the ASE is generated by the con-
stant term in Eq. (1), which is exactly soluble. On sub-
sequent passes, the power evolves only through stimu-
lated emission and absorption. The ASE spectrum is
resolved by dividing it into bins of finite width and ac-
counting for the photons in each bin separately. For the
first pass for the ASE generated in the direction z = 0 to-
ward z = 1, the photon number as a function ofz is

pil(z) = (Pil (0) + ai)exp(giz) - (15)

where ai : n2kai/g i . Since there are no photons in-
jected at the fiber end, pi~(°) = 0, giving

Pil(z) = ai[exp(giz ) - 1]. (16)

The change in photon number after a full pass ish (1) ai(G i 1).

(17)Pil =

Since there are no photons injected, the change in photon
number at the end of the first pass is the same as the total
number of photons at the end of the pass The light scat-
tered out of this bin in the first pass is

^ o(t) 1 (18).o~ = ~l(z)dz = ~a~ 

with the definition of si, Eq. (18) becomes

I



As!~) = aisi(Gi - 1) - ceiai. (19)

The total contribution to de-excitation for the first pass is

An2i±(1) = _ai(1 + si)(Gi - 1) + ~iai. (20)

For all passes after the first of the fiber, we need only ac-
count for the stimulated-emission gain seen by the power
in this bin. We have already accounted for the spontane-
ous process. Just as for the pump, each pass picks up a
multiplicative factor of Gi and a multiplicative factor Ro
or R1. For all odd passes except the first, the photon
number after the pass is given byp(2m+3) = ai(G i 1)~R R ~m+lG2m+2

il -- ~ o 1J i ¯ (21)

The change in photon number isA~(2m+3) = ai(G i 1)2tR R ~m+lG2m+l

¯ "il - ~ o lJ i ¯ (22)
The number of scattered photons for all odd passes except
the first follows the same rule as for scattered signal pho-
tons:"~ilA-(2m+3) = ~i~Pil~ A_(2m+3) . The change in the popu-
lation inversion for an odd pass becomes

A.(2m+3) -( 1 + oi ]~lJil
. (23)’~2il

~ ",A~(2m+3)

The total contribution for all odd passes except the first is
found by

a¢

A odd -(l + si)aiRoR1Gi(G i 1)2E (RoR1)mG2m
rt2i 1 ~ _ .

rn=0

(24)

Since the infinite sum converges, Eq. (24) becomes

RoRIGi(Gi - 1)A odd --ai(1 + si)(G i 1)
n2i 1 =

1 - RoR1G2

(25)
For all even passes,p(2m+2) ai Ro(Gi 1) (RoR1)mG2m+I,

(26)ilA~(2m+2) aiRo(G i 1)2(RoR1)mG2m.

(27)/~il ---- --

The total contribution to de-excitation for all even passes
is similar to Eq. (25),

Ro(Gi - 1)
An~yen= -ai(1 + si)(G i - 1) . (28)

1 - RoR1G2i

Accounting for all reflections m~d scattered light, the total
change in the population inversion is the sum of the con-
tributions in Eqs. (20), (25), and (28):

An2il = otia i -- a/(1 + si)(G i - 1)

[ Ro(Gi- 1)(1 +R1Gi)]
× 1 + 1 - R00R~ . (29)

Again, the lower index on n2 in Eq. (29) indicates that
this is the de-excitation caused by the ith ASE bin whose
first pass traveled from z = 1 to z = 0. For ASE starting
in the opposite direction, we switch the lower indices. If
the reflectivities are the same, then An2i 0 = An2i1.

Since only a small fraction of the spontaneous emission
is captured, the model must explicitly account for all of
the photons radiated outside of the guided mode. The to-
tal inversion change due to all spontaneous emission is

Brilliant et al.

related to the constant k~ (the normalized decay rate).
The uncaptured photon number is just the total decay
rate minus the captured photon for which we have al-
ready accounted:

8n2~ = -kl + ~ 2n2k4i. (30)
i

The sum is over all ASE bins, pump, and signal; the factor
of 2 accounts for beam propagation in both directions.

The total change in the population inversion becomes

An2 = -kl + ~ [(An2io + An2il) 2n2k4i ]. (31)
i

E. Output Powers
Consider the pump light exiting the fiber at z = 1. This
is a sum of the odd passes of the pump injected at z = 0
plus the sum of the even passes of the pump injected at
z = 1. Based on Eq. (8), the contribution for the odd
passes is

in~?pPpoVp E (RoR1)mv2m, (32)
m=O

where pp~ is the power injected at z = 0. An infinite
sum of the even passes, Eq. (10), gives the other contribu-
tion:

in 2~pPplRoGp 2 (RoR ~m~2m (33)I! tjp .
m=O

The total power output at z = 1, including the transmis-
sion of the fiber end, T1, is

in in
ppUl t ,, ., Ppo + PplRoGp

= ~l~]p~p -(---~----~---fi~2 " (34)
± -- ~0~ILVp

A similar equation holds true for the power coming out
the other end. The signal can be found in the same fash-
ion.

The ASE power exiting the fiber is somewhat different
since it starts from noise and not an externally injected
power. The power exiting at z = 1 for bin i is

1 + RoGp
pO~t= Tlai(G i _ 1)

(35)
1 - RoR1G2"

For ASE bins at short wavelengths, the population inver-
sion may not be great enough to provide net gain,
Gi - 1 ~< 0, and Eq. (35) is less than zero. For all ASE
bins with no net gain, the MEFM returns zero output
power. This is also used to limit the number of ASE
channels for the integrated solution. This can lead to
some difficulty for asymmetric population inversion. For
a highly asymmetric inversion, there may be no net gain
for a photon starting at the fiber end. However, a photon
starting in the middle could see significant gain. Includ-
ing these wavelengths in the full solution presents a prob-
lem because they do not allow the model to converge.
Equation (35) illustrates the primary failing of this sim-
plified model. If the reflectivities are equal, the powers
emitted from the fiber ends are also equal. For a long fi-
ber pumped from one end, the measured spectra are not
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Fig. 1. Cross sections measured by Patel.z4 Absorption cross
section (solid curve) and emission cross section (dashed curve).

the same. This is caused by asymmetry in the popula-
tion inversion that is ignored in the MEFM.

F. Model Input
The numerical model requires a significant amount of in-
put data. In some cases, the values were measured. In
other cases, the values were specified by the fiber manu-
facturer. Some parameter values were not available and
were set at nominal values measured or specified for simi-
lar fibers. Some parameters were set to find the best fit
with the experimental data. The most critical param-
eters are the emission and absorption cross sections,
which depend strongly on the composition of the fiber
core. The cross sections and the upper-state lifetime
were measured by Falgun Patel from a piece of preform
from which the fiber Was drawn,z4 The cross sections are
shown in Fig. 1. There are a number of other critical pa-
rameters that are difficult to measure: the overlap, the
capture fraction, pump coupling, signal coupling, and re-
flectivities. The pump coupling and signal coupling can
be obtained by measuring transmission for several
lengths of fiber and extrapolating to zero. Since we did
not have sufficient fiber, we could not make these mea-
surements. Therefore we left the pump and signal cou-
pling as parameters that we could alter to match the mod-
eled and experimental data. The fiber end faces were
angle polished to -8°. The feedback into the fiber from
an angled end can be very low, nearly 10-~. For the mod-
eled data presented here, we assumed no reflection. For
the other critical parameters, we adjusted them to find
the best agreement with experiment. The input param-
eters and their values are given in Table 2. Table 2 also
indicates the source for the parameter values: mea-
sured, manufacturer specification, nominal, or adjusted to
fit experiment. The parameters marked nominal were
taken either from manufacturer specifications for a simi-
lar fiber or from the literature.

\
\

3. AMPLIFIER

The master-oscillator power amplifier consists of three
parts: master oscillator, preamplifier, and amplifier.
The master oscillator and preamplifier were fusion

spliced together. We use bulk optics to couple both the
signal and the pump into the amplifier. The configura-
tion is shown in Fig. 2. The master oscillator is a fiber
DFB laser pumped with a fiber-coupled single-mode diode
at 975 nm. The specifications state that the laser line-
width is of the order of 10 kHz; no time scale was given for
this measurement. The maximum output of the laser is
-5 mW. Based on experience with previous amplifiers,
we were concerned that this power would be insufficient
to saturate the higher-power amplifier and eliminate self-
pulsing. To ensure saturation of the final amplifier, we
added a preamplifier consisting of a 2-m section of Yb-
doped single-mode (3-/~m core-diameter) fiber, a wave-
length division multiplexer, and a 975-nm fiber-coupled
diode. We also included a fiber pig-tailed isolator
(KAIFA) designed for 1053 nm to prevent feedback from
the preamp into the master oscillator. The maximum
output of the preamplifier is >40 mW. We did not seed
the amplifier with the DFB alone. The final amplifier is
a 10-m section of dual-clad Yb-doped fiber pumped with a
high-brightness fiber-coupled diode. The pump cladding
of the dual-clad fiber is octagonal with a diameter of- 165
~m and numerical aperture (NA) of -0.4. The core 
single mode with a diameter of 4/~m and NAof0.1. The
pump diode emits nearly 12 W of 975-nm light from a
250-/~m 0.22-NA fiber. The pump light is collimated with
an 18-mm focal-length aspheric lens and refocused into
the amplifier with a 12-mm aspheric lens. The magnifi-
cation of the two lenses is such that the pump fiber ex-
actly fills the pump cladding in the absence of any mis-
alignment or aberration. As a’result, the coupling
efficiency is less than optimal. The preamplifier was iso-
lated from the final amplifier by a free space isolator de-
signed for 1064 rim. Although this isolator was not ideal,
it had a transmission of-50% and an isolation of -13 dB.
The signal was separated from the pump with a dichroic
beam splitter. The fiber ends were angle polished in or-
der to reduce feedback from end reflections. We also re-
moved the last few millimeters of polymer outer cladding
to prevent damage by uncoupled pump light. We ob-
served self-pulsation early in the experiment. In some
cases, the pulsation did not hinder the experiment. How-
ever, on other occasions, the pulsation damaged the end of
the fiber into which we coupled the pump. A damaged fi-
ber end required removal of a few millimeters offiber and
repolishing. By eliminating reflections from optical ele-
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ments after the amplifier output, we eliminated the puls-
ing. The self-pulsing is strongly influenced by feedback
into the amplifier.

4. RESULTS

Figures 3-5 show experimental amplifier data compared
with two sets of modeled data. We did not have an in-
strument capable of measuring the linewidth of the sig-
nal. We did not make a measurement of the phase or
amplitude noise caused by the amplifier. Figure 3 shows
the amplifier performance as a function of pump power¯
The output powers shown are total power: amplified sig-
nal and forward propagating ASE. The circles are the
experimental data for the saturated amplifier with an in-
jected seed of 26.6 mW. We see a slope efficiency of
~38%. "This is not exceptionally good unless one believes
the numerical simulations and accepts that the pump
coupling is only 53%. In that case the optical to optical
efficiency is -70%. Although pump coupling of 53%
seems low, we did not have the ideal optics for pump cou-
pling. The brightness of the pump delivery fiber was
very close to the minimum brightness required by the
pump cladding in the amplifier. As a result, the image of
the pump delivery fiber almost completely filled the pump
cladding of the amplifier. Any aberration or misalign-
ment would have significantly reduced the coupling. The
triangles are data for the unseeded amplifier acting as a
superfluorescent source. The slope efficiency of the un-
seeded amplifier is equal to the slope efficiency of the
seeded amplifier for pump powers beyond 4 W. The up-
per lines are the modeled data for the saturated amplifier;
the lower lines are the modeled data for the unseeded am-
plifier. Figure 4 shows saturation data. The dots repre-
sent experimental data for three different pump powers:
squares, 1.14 W; circles, 3.37 W; triangles, 6.92 W. The
curves closest to each set of dots are modeled data for the
same pump powers. Figure 5 is the ASE spectrum for
light traveling opposite the pump for an unseeded ampli-
fier. The data were taken with an injected pump power
of 2.56 W. The experimental and modeled data are nor-
malized to their peak values for easier comparison. In
all figures, the dotted curves represent data modeled with
F = 0.35. The dashed curves represent data modeled
with F = 0.58.

The first set of modeled data (F = 0.35) give the best
fit for the saturated amplifier with predicted powers
within 10%. However, the model with these input pa-
rameters does not accurately predict either the amplifier
performance for small-seed or the ASE spectrum for the
unseeded amplifier. The F used is also low compared
with what we would calculate for a fiber with NA = 0.1
and a = 4/~m. F = 0.35 corresponds to NA = 0.06,
which is low but not unreasonably so considering the vari-
ability in the core size and numerical aperture. Al-
though the NA of the fiber was nominally 0.1, it was not
actually measured. We have other fiber with the same
nominal NA but with measured NA as small as 0.076. A
small overlap could also be caused by a nonuniform dop-
ant density across the core. In particular, a small dip in
the center where the intensity is highest could cause a
smaller overlap. Assuming that F = 0.35 is correct, the
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poor fit for the spectrum could be caused by a number of
things. The absorption cross section near 1070 nm is
~5 x 10-27 m2. The precision in the measurement is
+-1 x 10-27 m2. For the section of the fiber with low
pump intensity, the relative inversion can be as low as
n2 = 0.02. The reabsorption can be significant, and a
difference of 20% in the absorption cross section would
change the shape of the spectrum dramatically.

The second set of modeled data (F = 0.58) has better
correspondence with the ASE spectrum and unseeded am-
plifier performance. The overlap used in the second set
is also lower than the calculated value and would require
NA = 0.075. The price for better ASE prediction is a
poorer fit with the saturated amplifier data. The poten-
tial cause of the discrepancy in the extraction is inhomo-
geneous broadening of the emission and absorptioncross
sections. We treat the ytterbium as homogeneously
broadened. Significant inhomogeneous broadening
caused by variations in the local electric field would make
some excited atoms unavailable for extraction by a
narrow-line seed but still available to the much broader
ASE. We tried to account for this by using a different
overlap factor for the signal and ASE. The results were
not encouraging since the model then predicted a much
higher ratio of ASE power to amplified signal power. In
addition, we see no spectral hole burning in this or other
experiments.

The correspondence between the measured and mod-
eled data is quite good with powers accurate to within
10%. The primary difficulties limiting the fidelity of the
model are the large number of input parameters and the
uncertainty in their values. In particular, the overlap
should be measured and not calculated because of uncer-
tainties in the doping and the index profile in the core.
The assumption that the overlap is the same for absorp-
tion and emission may be invalid. This assumption is re-
lated to an assumption that the radial dependence of the
excited- and ground-state distributions are the same.
Under heavy saturation, this may be far from correct be-
cause the strong field at the center of the core burns a
hole in the inversion. If the inversion dips in the center
where the intensity is high, the overlap is much smaller.
The overlap may have a strong dependence on the power.

5. SUMMARY
We have presented a simple model for pump, signal, and
ASE. We have also presented a comparison between
model prediction and measured data for a 2-W fiber
narrowdinewidth master-oscillator power amplifier. We
saw good agreement, with some caveats. The input
pump coupling was lower than expected but not unrea-
sonable given the closely matched brightness of the pump
and the dual-clad fiber. The model required a smaller
mode overlap than calculated from the fiber geometry.
However, the overlap is not unreasonably small consider-
ing the variability in manufacturing fibers. Unfortu-
nately, a reduced overlap led to a predicted spectrum that
did not agree well with experiment. In any case, this
source will be an ideal seed to investigate stimulated Bril-
louin scattering and mitigation techniques in high-power
amplifiers.
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APPENDIX A: NUMERICAL MODEL AND
DIFFERENTIAL EQUATIONS
An ytterbium-doped fiber amplifier in the steady state
can be described by many differential equations in the op-
tical intensity. For a complete description, one must ac-
count for the pump, signal, amplified spontaneous emis-
sion (ASE), and the population inversion. Inclusion 
pump and signal only will give inaccurate results. Since
fiber amplifiers can have very high single-pass gains, ASE
can make a significant contribution to the extracted
power and saturation of the inversion. An expanded
model including Rayleigh backscattering and stimulated
Brillouin scattering can be found in Ref. 15.

There are many publications about modeling in fiber
amplifiers and lasers. J.F. Marcerou et al. 7 present the
most complete model addressing signal, ASE, and the
population inversion. This model has no approximations
concerning the spatial mode of the guided waves, the spa-
tial distribution of ions, or the saturation of the amplifier
by signal or ASE. The vast majority of other models
make approximations. The most common approximation
is to remove the transverse dependence by introducing an
overlap factor that quantifies how well the guided mode
overlays the dopant in the core. s-ll The other common
approximations involve the treatment of ASE. Many
models assume that the ASE is small compared with the
amplified signal and has no effect on the population inver-
sion. Other models treat the ASE as a single parameter
and do not resolve the spectrum. There are also many
papers that present analytical solutions for predicting sig-
nal and ASE. These, however, have even more approxi-
mations that limit their application. Several papers
present models similar to the model of amplifiers in this
paper.lO,ll,16,19

All of the differential equations are strongly coupled to
each other. All of these beams are coupled to each other
through the population inversion. The forward and
backward beams at a particular wavelength are coupled
by the reflections at the end of the fiber. With counter-
propagating and copropagating beams, there are bound-
ary conditions to enforce at both ends of the fiber. For a
problem with boundary conditions at one end, a simple
numerical integration solves the problem. With bound-
ary conditions at both ends, the numerical solution be-
comes vastly more complex. However, there are stan-
dard methods for solving such equations. The algorithm
estimates the powers of the counterpropagating beams at
the front of the fiber. The code then integrates the
coupled differential equations to the fiber end and com-
pares the powers to the boundary conditions. This is
known as the shooting method.17 Based on the compari-
son to the boundary conditions, the code refines the esti-
mate. This continues until some convergence criteria are
met. The algorithm to refine the estimate and decide on
convergence is the globally convergent Newton-Raphson
algorithm,is

A. Absorption and Stimulated Emission
Consider a wave traveling in the positive z’ direction
along the fiber. The intensity of the wave is a function of
z’, r, and ¢, and it evolves according to
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d//~(r, ¢, z’)
dz’

a= -aiI+(r, ¢, z’). + [N2(r, ¢, z’)( i + (r i)_ No(r’
, a +¢,Z )~i ]Ii (r, ¢, z’). (A1)

N2 is the volume number density of ytterbium ions in the
excited state; NO is the total volume number density (r~
and cra are the emission and absorption cross sections.

ai represents an additional loss due to scattering. The
upper index on I + indicates the direction of propagation;
the lower index identifies the wave (signal, pump, or ASE
bin). Assume that + i s aguided mode of thefibe r and
that the fiber geometry does not change as a fimction of
z’. In this case, I + is separable into a function ofz’ and
a function of r and ¢; I+(r, ¢, z’) + ’= Pi (z)¢Pi(r, ¢).
P[(z’) is the power. ¢9i(r, ¢) is the normalized trans-
verse dependence and integrates to one. Since the trans-
verse spatial dependence of each mode is determined by
the fiber geometry and index profile, it is the same for
forward- and backward-propagating beams. There is,
however, a wavelength dependence. Consider the case
where the number densities are separable into longitudi-
nal and transverse functions as well: No(r, ¢, z’)

t t
= No(z )~(r, ¢). Further assume that the transverse
dependence for the upper-state number density is the
same as the transverse dependence of the total number
density: N2(r, ¢, z’) = N~(z’)q~(r, ¢). This assump-
tion is valid only if the saturation at the center Of the core
is not significantly greater than at the edge.9 N~ and N;
are linear number densities. If No is a constant inside
the core, zero outside, and uniform along the length of the
fiber, then N~(z) = NoA .... ¯ Equation (A1) can be inte-
grated to find a differential equation in power:

dR;
-- e a tsi P+ + [( (ri + i )N2dz’

f¢¢ f27r

- ~TN°]P+Jo Jo (PiTrdrd¢" (A2)

For clarity, the explicit dependence on z’, r, and ¢ has
been dropped. Since the integral over the transverse
variables appears quite often, we define a new parameter
ri by

f:f/Fi = Acore ffPi~rdrd¢. (A3)

Fi is a unitless parameter that quantifies how well the
guided mode overlaps the rare-earth ions. At this point,
it is also convenient to define a relative population inver-
sion,

N~(z ’)
n2(z t) 

N~(z ’)
(A4)

By substituting Eq. (A3) and Eq. (A4) into Eq. (A2), 
equation for the evolution of the power through stimu-
lated emission and absorption becomes

dR;
dz---7- = [( ~ + c~)n2 - ~]NoFiP~ - aiR+. (A5)
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B. Overlap
If the core-index profile and the dopant density are
known, the overlap for the modes confined to the core can
be calculated. Ideally, the dopant is uniform throughout
the core with no ions outside the core. The guided mode
can be calculated from a step-index profile. Approximat-
ing the guided mode by a Gaussian, the overlap is given
by F = 1 - exp(-2a2/to2), where oJ is the mode radius for
the field. For a fiber with core radius of 4 gm and nu-
merical aperture of 0.1, F = 0.78. This calculation of F
was made with a mode field radius determined by the
Marcuse formula. 2° Since the shape of the guided mode
is wavelength dependent, the overlap is also wavelength
dependent. For a wavelength of 1 ]~m, F = 0.82. It is
unclear that these approximations (step index and uni-
form dopant) are valid. During the drawing process, the
rare earth may diffuse from the core, and the index profile
may soften. It is also well known that the core dopants
often have a dip in the center due to the preform fabrica-
tion process. Therefore the computer model can calcu-
late the overlap or accept a user-specified value.

The situation for the pump in a dual-clad fiber is differ-
ent. For a highly multimode pump cladding, the pump
intensity is approximately constant within the pump
cladding and zero outside. Under this assumption, the
overlap for the pump is the ratio of core area to cladding
area.

C, Spontaneous Emission
The inclusion of spontaneous emission requires an addi-
tional term in the differential equation. The amount of
spontaneous emission captured into the guided mode can
be calculated in two ways. There is an approach using
geometric optics that defines a capture fraction by the
solid angle of rays that see total internal reflection at the
core-cladding boundary. Another approach defines the
capture fraction by looking at the overlap between the di-
pole radiation far field and mode field. The contribution
of spontaneous emission to the intensity is

g(Pi)A~’
m~h~iN2(r, ¢, z’)~+(r, ¢). (A6)

T2

Fti is the capture fraction and is unitless. ~2 is the life-
time of the upper state, g(~i) is the normalized line
shape, hv is the bandwidth, and m is the number of
modes. ASE is included by adding Eq. (A6) to the right-
hand side of Eq. (A1).

In practice, spontaneous emission into the pump and
signal is neglected. Emission into the pump beam is
quickly reabsorbed. For narrow-line sources, the sponta-
neous emission into the signal is negligible.

Geometric Approach
The solid angle for a fiber of numerical aperture NA and
core index n is approximately ~rNA2/n2 for small NA.
The capture fraction, t2i, is independent of the location
within the core and is given by

(A7)
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For a single-mode core, n = 1.45 and N.A. = 0.1, the cap-
ture faction is 0.0012. The power radiated into this solid
angle per unit length is

g(vi)hv NA2
mhvi--Non2Acore ¯ 2 " (A8)

T2 ~n

The factor of Acore comes from the integral over the trans-
verse spatial variables. This equation can be simplified

¯ by use of the relationship between the lifetime and emis-
sion cross section,

Akhc2n
e 22 ¢rm kg-- c~i n 2NoAcoreNA . (A9)

FieId Approach
The capture fraction can also be defined by looking at the
overlap integral between the far field for dipole radiation
and the guided-mode field. The capture fraction accord-
ing to Marcerou et al. 7 is given by

wa2 NA2
l-li(r , ¢) V2 n2 ~pi(r, ¢). (A10)

a is the core radius. Integrating to find the power
change,

g(vi)i~ 2 NA2 , I "~ i- 2~
rn "r2 V2 --~ N2Jo Jo gPiCrdrd¢" (All)

Using the definition of the overlap and assuming that the
total ion density does not change with z’,

g(vi)A era2 NA2
rabbi--Non 2 V2 n2 F+. (A12)

T2

The total capture fraction integrated over the core is

1 NA2

~i ---- V2 n2 Fi- (A13)

This equation can be simplified with the relationships be-
tween the lifetime, cross section, core radius, numerical
aperture, and V number,

2mhkhc2n

k3 creiNoFin2. (A14)

The field approach gives a result very similar to the geo-
metric approach. If we compare Eqs. (A7) and (A13), 
(A13) is smaller by the factor 4FV-2. For reasonable
numbers (F = 0.8 and V = 2), the capture fraction calcu-
lated with Eq. (A7) is 0.00119. With Eq. (A13), the 
ture fraction is -0.00095. For a single-mode core, there
are two orthogonal polarization modes: m = 2.

The computer model allows the user to choose between
either method for calculating the capture fraction. In
principle, the capture fraction can be calculated just as
the overlap. However, for the same reasons, this may not
be accurate. Therefore the code accepts an arbitrary cap-
ture fraction, as well. Experimentally, there is signifi-
cant ASE over a broad range of wavelengths. Since the
cross sections change dramatically over this wavelength
region, it must be divided into sufficiently small bins to
determine an accurate spectrum. However, the number

\
\

of differential equations to solve has an inverse relation-
ship to the bin size. The computer code provides flexibil-
ity in the bin size, but most of the simulated data uses a
1-nm width. This allows for good resolution in the spec-
trum and for a quick solution. In addition, the cross-
section data were taken at 1-nm intervals.

D. Population Inversion
The individual transitions between ytterbium energy lev-
els cannot be resolved at room temperature, and the re-
ported cross sections are measured between the lower and
upper manifolds. The cross sections are different for ab-
sorption and emission, which allows a two-level approxi-
mation for the energy levels. The absorption cross sec-
tion for the pump is larger than the emission cross
section. The difference in the cross section and the
rather low inversion allow for net absorption. The emis-
sion cross section for the signal is much greater than the
absorption cross section. Eved when there are fewer at-
oms in the upper manifold than in the lower manifold, the
signal experiences gain. In steady state, the normalized
inversion is

n 2 =

~Fi(P+ + Pf)(A .... h pi)-1
i

1
-- + ~(g~ + ¢~)ri(P: + P;)(A¢orehvi)-1
T2 i

(A15)

E. Normalized Variables
These differential equations are unwieldy with all of
the constants. The definition of some normalized vari-
ables makes the equations less cumbersome and the nu-
merical solution faster by requiring fewer operations.
We define a normalized distance and time by z = z’L-1

and z = tr[ 1, where zs is the time for a single transit of
the fiber (% = nLc-1). We define a normalized photon
number as

P+ = hviNoA¢or~ " (A16)

This is the photon number divided by the total number of
ions in the core. With these normalized variables, the
complete description of the evolution of the power [Eqs.
(A5) and (A12)] 

---- = (n2k2i -- k3i)P. ~ + n2k4i. (A17)
dz

The constants are defined in Table 1. Equation (A17) 
the sum of contributions for each process. The k2i term
represents gain due to stimulated emission, and the kai
term is absorption loss. The k4i term is the spontaneous
emission. The steady-state population inversion is

~k +~(P~ + PT)
i

n2(z) =

kl+~k +2i(Pi + P~)
i

where ksi is the normalized pumping rate.

(A18)



E Boundary Conditions
The boundary conditions are set by the end-face reflectivi-
ties and the power injected into each end. In principle,
this model can have signal and pump injected at either
z = 0 or z = 1. For the modeling in this paper, signal
and pump are eounterpropagating. The pump is injected
at z = 1; the signal is injected at z = 0. In the most gen-
eral case, the reflectivities at each end, Ro and R 1, can be
different for pump, signal, and each ASE bin. One must
be careful in treating the reflections from the fiber end
faces because the amount of light reflected can be differ-
ent from the light that is recoupled into the guided mode.
Consider the case of the fiber end polished at 8°. The re-
flectivity of the air-glass interface is -4%. For the core
mode, the acceptance angle is small, -6°. Of the re-
fleeted light, only a small fraction recouples to the guided
mode. However, for the cladding, the acceptance angle is
very high, and most of the light couples back into the
cladding. For this model, reflectivity refers to the frac-
tion of light that re-6nters the core mode or the cladding
mode.

G. Model Implementation
For a set of differential equations with boundary condi-
tions at two points, there are several options for finding a
solution. 17 The shooting method starts at z = 0 and
propagates all of the equations in the positive z direction.
For the forward-propagating beams, one imposes the
boundary conditions at z = 0. For the counterpropagat-
ing beams, one estimates the values at z = 0. After in-
tegrating to z = 1, the boundary conditions for the coun-
terpropagating beams are subtracted from the integrated
values. If the guess is correct, the subtraction will be
zero for each beam. The comparison is then Used to re-
estimate the values at z = 0 and to reintegrate. The
first estimate is provided by the mean excited fraction
model. The algorithm ends after the comparison shows
that all of the counterpropagating beams are sufficiently
close to their boundary conditions. We generally use a
Bulirsch-Stoer 17 algorithm for the actual integration.
The computer code implements a globally convergent
Newton-Raphson algorithm to refine the estimates for
each shot. is At the heart of the globally convergent
Newton-Raphson is the Newton-Raphson algorithm,
which is locally convergent. Consider the estimates at
z = 0 as an N-dimensional vector, x. The numerical
integration and subtraction of the boundary values is
a vector-valued function F(x). The Newton-Raphson
algorithm searches for another vector, p, such that
F(x + p) = O. To first order,

F(x + p) = F(x) pM(x) = 0. (A1

M(x) is the Jacobian matrix evaluated at x. Finding 
requires solving Eq. (A19). This, however, requires in-
verting the Jacobian matrix, which must not be singular.
This requirement on the Jacobian in effect requires that
we deal only in ASE bins with net gain along the full
length of the fiber. For an ASE bin with no net gain, the
power as a function of z decreases until it reaches 0 at
some point z < 1. The power at z = 1 for that bin is 0
and is independent of the initial guess for all of the coun-
terpropagating beams. This means that there is a 0 row
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in the Jacobian, and it is singular. Because Eq. (A19) 
only a local approximation to the problem, there is no
guarantee that the p calculated actually forces F(x + p)
= 0. The globally convergent variant of the Newton-
Raphson method searches along the direction of p (or 
vector near p) until F(x + p) has decreased sufficiently.
It then forms a new local approximation for another itera-
tion. This continues until the convergence criteria are
met. The model in this paper applies both relative and
absolute convergence criteria.
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laser-diode arrays,.

Practical lO0-kW-class
diode arrays emerge

Raymond d. Beach and Barry L. Freitas

boasts t0. to lO0-kW

output power

capabilities.

~
o imagine 100-kW diode arrays
becoming a common reality, two
key elements of the technology
need to fail into place: high-per-
formance diode bars, and heat

sinks that offer excellent thermal man-
agement and precision ~ode-bar mount-
ing. Law~..nce Liven~ore National Labo-
ratory (LLNL; Livermore, CA) has devel-
opec{ a silicon-based packaging technolo-
gy to solve the challenge of packaging
diode bars.

Silicon monolithic microchamnels
Photolithography and etching tech-
niques are applied to produce thousands
of n~niscule 30-pro-wide channels in sili-
con substrates. Water flowing through
these microchannels aggressively cools
fl~e laser diode bars, which are mounted
on the silicon at a location less than 200 pm from the channels
(see figure this page). By combining 10 diode bars onto 
single heat sink, a lO-bar package (referenced as a tile) serves
as the unit cell from which large two-dimensional diode
re’rays can be built up through tiling.

Individual tiles that make up these large arrays are
known as silicon monolithic microchannels (SiMMs; see
Fig. 1). 1 Considerations that drove the SiMMs package
design included ease of fabrication and the ability to con-
struct large laser-diode arrays with 10- to I00-kW output
power capabilities. Of paramount importance in the design
was the requirement that the same aggressive heat-removal
capability that characterized the original rack-and-stack sili-
con microchannel-cooled package be preserved in the
SiMMs (see "Original microchan~el-cooled package is still

RAYMOND J. BEACH is the group leader for diode-pumped sol’d-state lasers,
and BARRY L, FREITA,S is ~e group leader for laso¢ diode pacl~ing at ~ U8
Department of Energy~ I.~,wrence Uvermore National Laboratory, RO. Box
808, ~o~ CA g4551; e-mall: b,,~h2@Rnl.gov.

Mlcrole~ses and
silicon frame .. ...............

V-contact / I~~:~ ~’kl

~ Glass manifold / --

The silicon monolithic ~anne~s (SiMMs) package holds 10 ind~duallaser-diode bars in a single
monoli~ically oooled silicon tile. S~v~ are an individual SiMMs package (top left), a SiMMs package 
operation (top dght), and SiMMs pacl~ge oomp~ents with Ihe water flow path through the microchan-
nels and gtass manifold structure (bottom),.

in use," p. 105).2 This challenge was met in the same man-
ner as the ori, ginaI rack-and-stack package--by incorporat-
ing microchannels into the silicon directly below the loca-
tion of the attached laser-diode bars. As in the original rack-
and-stack silicon microchannel cooler, the SiMMs design
maintains a very tight thermal circuit with only 177 pm of
silicon separating the heat-generating laser-diode bars and
the microchannel fins that def’me the cooling channels.

Integrating mierolensing attachment technology
Because nearly all applications at Livermore Laboratory now
require microlensecl arrays, the development of an easy and
efficient microlensing attachment technology was ark/mpor-
taut consideration during the design phase of the SiMMs
package. Easy and efficient microlens attachment tramslated
into the requirement that an entire SiMMs package be
micro]ensed in a single step. This eliminates the production
steps necessary to individually attach a microlens to each
diode bar as we do in our rack-and-stack package. From previ-
ous experience with the rack-and-stack package, we knew that
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FIGUI~ i. This diode array of 28 Closely packed
SiMMs is capable of generating in excess of
40 kW of optical power, BfigiYmess of the array
is ~ due to the compacttiling of the heat
sinks and the precision placement of lO-element
microlens a-rays on each tile.

microlenaes must be
placed with a posi-
tional tolerance of a
few n’dcrometers rel-
ative to the diode- ’ ....

LI.NIbar emitter facets to , ~.::.,-,=.,
achieve good optical
performance. This
implies that the sin- ~:

gle-step microlens- r r

ing of an entire
SiMMs tile requires
the individual diode
bars within a tile to
be positioned rela- vaz
live to one another ag~e.:n.
with at least the
same accuracy.

V-groove
technology
The required preci-

-sion placement of
the laser-diode bars on the SiMMs package is accomplished by
using V-groove tedmology on the front surface of the package.
V-grooves are generated with the same etching technology
treed to fabricate the microchannels On the backside of the sili-
con. In l~rticular, starting with <110> oriented silicon wafers,
an etch mask is defined sudl that the <111> crystallogral~hic
planes form etch stops that terminate the etching process and
generate the characteristic V-groove contour over the entire
surface (see Fig. 2). These V-grooves serve as pads to which the
laser-diode bars are registered and attached. V-grooves are
defined lithographically, so tlds technique allows us to locate
the output facet of the bars with micrometer precision relative
to one another over the entire SiMMs package as required for
one-step microlensing.

An unusual feature of the SiMMs package is the 55° angle
from the normal at which light is endttecl. The emission direc-
tion of the diodes at ~5° to the normal of the SiMMs front face
iS due to the orientation of the V-grooves that serve as pads
for the laser-diode bars. With the diode bars located, the
microlenses can be held in precise frames fabricated in the
form of silicon runners in a ladder-like structure consisting of
10 lenses. The entire lO-lena assembly is then attached to the
SiMMs package in a single step. This microlens array serves to
collimate the fast axis radiation of the laser-diode bars from its
original 30° divergence angle into a collimated beam with a
divergence angle of less than 1°.

To maintain the aggressive cooling capability of the original
rack-and-stack package, microchanneis are etched into the
backside of the silicon just below the laser-diode bars at their
V-groove defined locations. These microchannels etch up into
the silicon following the same V-groove contour that charac-
terizes the front of the package--bringing cooling water with-
in 177 pm of the heat-generating diode bars. Microchannels in
the SiMMs package are 30 pm wide and located on 60-pro
centers. The channels are sourced and drained through a

bacldng glass block that has a manifold
structure fabricated into it using glass-
milling technology. The backing glass
block is attached to the silicon front face
using the same anodic bonding technol-

that is used to join the silicon-glass-
silicon laminates in the original rack-
and-stack package.

Package pefformaace I

Typical SiMMs package performanc
generated from a single tile at a 10%
duty factor produced a peak optica!~,
output power of 1.5 kW (see Fig. 3)IThis performance was obtained using
laser-diode bars with a l-ram cavity
length and 90% fill. The measure~~
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FIGURE 2. V-groove fabfcation technology starts with <110>-~ented ~gcon wafers having an
oxide/nitr~de-defned etch mask (left). Using a 65°C potassium hydroxide solution, the <110> planes are
etched away at a rate of 40 IJm/hr, The <111> planes etch approximately 600 times slower than <110>
planes, and effectively serve as etch stops defining the chamctedslc V-groove (right).

thermal resistance of the SiMMs pack-
age is 0.32°C/W~h, referenced to a sin-
gle 1-em diode bar and the cold inlet
water temperature. For example, a
diode bar generating 100 Wth of waste
heat would experience a 32°C temper-
ature rise at its junction above the

The backing glass blocks of the
SiMMs package are designed to sit side-
by-side on a backplane structure con-
taining cooling-water source drains. The,
package is specifically designed for close
packing to give high effective fill factors.

Low cost and aggressive thermal per-

opment of the silicon microchanne]
approach.4 To understand in more detail
how the channels function, it is useful to
use a very simplified picture of the heat
flow in the structure and break down
the temperature rise between the heat-

generating laser-diode p-n junction and
the cold inlet coolant water into three
different components.

The first component corresponds to
the temperature rise associated with
the heat flowing through the sold sil-
icon material from the laser-diode bar
down into the regions between the
water flow channels.

The next component corresponds to
the temperature rise associated with
heat flowing across the stagnant
boundary Iayer of water and into the
moving fluid. This stagnant boundary
layer exists because of the "no slip"
boundary condition at the channel
wall-to-wall interface.

The last component corresponds totemperature of the inlet coolant water, fonnance requirements drove the devd- the temperature rise associated with

795 800 805 810
Wavelength (nm)

FIGURE 3. An opfcaJ output of 1.5 kW was
achieved from a single lI-bar SiMMs package
~th wall p~j ~z~az~es ap~oa~ng 50%;
the sl~ectml output from a SiMMs package at a
1.5-kW peak output power and a 5001is puke
length is shown. For b0~ data plots, the inlet
coolant water was at 22=C and the flow rate
was 1.8 IJrnin. at 35 psi.

the heat absorbed by the flowing
water as it goes from the cold inlet
side of the ch~’tnnel to the hot outlet
side of the cham~el. It turns out that
the temperature rise associated
with the heat flowing across the
stagnant water boundary layer at
the solid-to-water interface is gen-
erally the largest temperature rise
in flowing waler heat-sink struc-
tures, such as our microchanne]
cooler. To understand this, consider
that the thermal conductivity of

water at 0.0061°C/W,h_Cm is’250
times less than that of silicon at
room temperature. Thus, i~ corn-

pact flowing water heat-sink struc-
tures the biggest leverage in control-
ling the overall temperature rise is
generally associated with minimizing
the thickness of the stagnant bound-
ary layer. Boundary layer thickness
scales with the channel width for the
laminar flow conditions used in our
coolers, so the solid material used to
construct the cooler should be one
that permits easy fabrication of nar-
row channels. This r~ult explains the
apparently paradoxical choice of sili-
con for the solid material in our heat
sink over other more obvious materi-
als with higher thermal conductivi-
ties, such as copper.
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ABSTRACT
Initial measurements are reported for the Mercury laser system, a scalable driver for rep-rated inertial fusion
energy. The performance goals include 10% electrical efficiency at 10 Hz and 100 J with a 2-10 ns pulse length.
We report on the first Yb:S-FAP crystals grown to sufficient size for fabricating full size (4 x 6 cm) amplifier
slabs. The first of four 160 kW (peak power) diode arrays and pump delivery systems were completed and tested
with the following results: 5.5% power droop over a 0.75 ms pulse, 3.95 nm spectral linewidth, far field
divergence of 14.0 mrad and 149.5 mrad in the microlensed and unmicrolensed directions respectively, and 83%
optical-to-optical transfer efficiency through the pump delivery system.

INTRODUCTION
The Mercury laser design is based on creating a scalable architecture for inertial fusion energy applications (Orth
and Payne[ 1]). This architecture builds on our knowledge of flashlamp-pumped glass laser systems such as
Nova, Omega, and the National Ignition Facility, namely multi-pass amplification, energy storage and extraction,
pumping, linear and nonlinear wavefront distortions, frequency-conversion, and beam smoothing. This diode-
pumped solid state laser approach adds several imposing challenges including: repetition rate, efficiency,
reliability, and cost. It is noteworthy that Matsui et al. [2] are developing a Nd:glass diode-pumped zigzag driver
(10 J at 10 Hz) for IFE, and have recently demonstrated 8.5 J at 0.5 Hz and 1.9 J at 2.5 Hz. To achieve the
Mercury goals of 10 Hz operation at 10 % electrical efficiency, three major technologies were developed:
reliable high-peak-power diode arrays, high optical quality Yb3+:Sr5(PO4)3F (Yb:S-FAP) crystalline slabs, 
efficient helium gas cooling of the gain media. Integration of these technologies into a modular, scalable
architecture will add reliability to the operation of Mercury system, and great impact to the modest output
energies at this scale. These technologies will allow us to step beyond the single shot devices of the past three
decades to yield efficient inertial fusion drivers for the power plants of the future.

ARCHITECTURE
The optical layout of the amplifiers, pump delivery, optics, and relay telescopes was arranged to reduce the
probability of damage, and yet create a compact laser system. Since the packaging of the diode bars causes the
diode light to exit at an angle of 55°, the diode arrays were tilted to accommodate for this angle and split into two
elements to allow for the passage of the 1047 nm extraction beam through the center as shown in Fig. 1. A
unique challenge to the gas-cooled design of Mercury was in the coupling of the diode pump light to the
amplifier medium. We chose a pumping scheme in which the diode pump and extraction light are collinear. This
design minimizes the number of optics in the beam line relative to earlier designs thereby lowering the overall B-
integral of the laser extraction, while maximizing the pump transport efficiency. The diode array light is guided
to the amplifier through multiple reflections within a hollow lens duct and homogenizer. In designing these
optics, the diode tiles are first arranged to produce a uniform angular distribution at the input of the lens duct.
Next, the duct length is optimized for maximum transfer efficiency and the output aperture size is nearly matched
to the beam size. A slightly larger aperture (3.2 x 5.2 cm) is needed to allow for the passage of the angularly
multiplexed extraction beams. Finally, the homogenizer length is optimized to create a homogeneous near field
profile at the exit. A ray tracing code was used to find the optimal configuration of the tiles with the result being
an arrangement of six tiles wide by six tiles high in each backplane. Measurements of this system resulted in a
,transport efficiency of 77% in a 3x5 cm area at the first amplifier slab. Using a 4-pass double amplifier system, a
40 mJ narrowband input pulse will be amplified to 100 J with an extraction efficiency of 63%, and a pump
optical to optical efficiency of 22%. This is possible because of the low saturation fluence of Yb:S-FAP (3.2
J/cm2), which allows efficient extraction at approximately 7 J/cm2, a fluence level that is well below the damage
threshold.

!
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Fig. 1. The architecture design for the Mercury laser employs eight 80 kW diode arrays arranged in a backplane
design. In addition, one-to-one telescopes are used to relay image the extraction beam from one amplifier to
another. One lens in each telescope is located near the amplifier to reduce modulation, thereby helping to avoid
optical damage.

In order to extract all the stored energy, a four-pass configuration is employed by angularly multiplexing the
beams, which eliminates the need for a large-aperture high average power Pockels cell at the output where
energies are high. An image relayed system is used since optics which are located out of the image plane
encounter greater intensity modulation on the beam and are thus at higher risk for optical damage. One lens of
each one-to-one telescope is located very close to the amplifier to help reduce modulation and thus prevent
optical damage. After the final pass, where the average fluence exceeds 7 J/cm2, the out of relay output lens
provides a 2X magnification to reduce the peak fluence to acceptable levels.

Extensive ghost and amplified spontaneous emission analysis was performed, validating the current architecture
and setting constraints on optical quality, surface reflectivity, wedges, and the extinction required ofa Pockels
cell in the reverser (an image relay beam path which turns the beam and re-injects it for the 3 and 4th pass
through the system). Though the Pockels cell sees relatively low energy pulses (< 0.5 J/cm2), the average power
loading (100W) requires an advanced design since thermal birefringence compromises the extinction ratio of the
cell. A design was explored in which two nearly identical KD*P crystals are oriented with a 90° rotator between
them such that the thermally induced birefringence is nearly cancelled. The average power Pockels cell shown in
Fig. 2 has an aperture of 1.5 x 2.5 cm, is capable of extinction of 200:l at an incident power of 100 W, and will
be used to prevent ghost beams from reaching high levels of amplification.

The ytterbium doped S-FAP slabs have a 1° wedge between faces, and have 5° canted edges to suppress:
parasitics, etalon effects, stimulated Brillouin, and stimulated Raman scattering. Preliminary laser propagation
modeling of the full system, using the MIRO code developed by scientists at CEA in France (adapted from Prop
92 at LLNL), indicates that greater than 90% of the beam is contained in a 5x diffraction limited spot with a B-
integral of 1.7 for a 2 ns pulse. We are currently updating our thermal model to include the pump deposition
profiles for the new wedged slab design and will incorporate these dynamic distortions in our MIRO propagation
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model (earlier models gave 3.6 waves total thermal distortion for the 4 pass system). A deformable mirror will 
used in the final system to help correct for low order distortions.
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Fig. 2 a) Picture of the thermal birefringence compensated average power Pockels cell, b) A plot showing the
advantage of birefringence compensation by demonstrating extremely low depolarization loss up to 100 W
average power.

CRYSTAL GROWTH
Recent breakthroughs have been made in the growth of the ytterbium doped strontium fluorapatite (S-FAP)
crystals. Current growths have produced four 3.4 cm diameter boules free of major defects. These boules have
been fabricated into _ size amplifier slabs (Fig. 3a and 3b), which will then be diffusion bonded together 
Onyx Optics to achieve full-scale 4 x 6 cm amplifier slabs[3]. These Czochralski grown crystals were initially
plagued by a number of defects including: cracking, cloudiness, bubble core defects, grain boundaries or slip
dislocations, anomalous absorption, and crystal inclusions. The remaining defects include a small annulus of
inclusions on the outer perimeter of the boule, and a small number of bubble core defects concentrated to the
center of the boule. Our current method of fabricating _ slabs allows us to work around the defects while
continuing to explore ways to eliminate them. The first full completed amplifier slab of Yb:S-FAP is anticipated
by October, 2001.

a b~

Fig. 3 a) Sub-slab components from a Livermore boule to be fabricated into full size amplifier slabs, b) A bonded
full size slab from a Litton-,4irtron boule currently being finished.

DIODE LASERS
A 23-bar monolithic diode laser package was developed for the Mercury Laser, referred to as Bars And Springs
In Slots (V-BASIS)[4]. In this scheme, diodes are soldered to a V-groove etched silicon wafer, which is then
bonded to a Molybdenum block for structural support and heat sinking. Next microlens arrays are precision
mounted onto the assembly to increase brightness. The final unit or "tile" is then mounted to a water-cooled
copper backplane. Electrical feed-throughs and coolant channels are located inside the backplane to increase the
diode tile packing density and the overall brightness of the array. High peak irradiance is desirable which leads to
compact diode spacing¯ However, the diode spacing must be kept to some minimum spacing to accommodate the
1 mm cavity length of the bars. The package is consistent with our low duty factor (1%) and the need for low
cost packaging (6624 diode bars in the system). The V-BASIS design, which balances both of these requirements



and allows for compact mounting onto the copper backplane cooler. Each backplane delivers up to 80 kW of
peak power in a 750 ms pulse with a divergence of 1° in the microlensed axis, 9° in the unmicrolensed axis, and
a 4 nm bandwidth. Recent experiments based on Coherent bars demonstr~ite that these diodes can operate with an
electrical efficiency of at least 45% per bar. Experimental life tests of a 23 bar V-BASIS tiles at 10 Hz and 115
W yield a lifetime of greater than 108 shots.

ACTIVATION
Initial activation included investigation of several key components in the system. Amplifier slabs are mounted
into aerodynamic vanes[5] that accelerate the gas to produce turbulent flow across the amplifier slabs for
maximum cooling, and then decelerate the gas with minimum vibration. The pressure balance across the eight
gas channels in an amplifier head was found to be an average of 0.775 psi pressure drop with maximum
variations of+0.056 and-0.052 psi, which is adequate to preclude the formation of wake disturbances as the
flows merge at the trailing edge of the vane. These results were confirmed experimentally by measuring the
differential wavefront distortion of a gas-cooled amplifier head loaded with surrogate Nd:glass slabs and found
to be less than 1/16, which for a two amplifier system corresponds to half wave distortion due to effects of gas
flow.

Currently two backplanes have been activated (160 kW total) and we hope to complete fabrication of two more
backplanes by mid-October. Results for the initial backplane characterization are shown in Figs. 4. The measured
droop (6 %) in the temporal pulse, the linewidth (4.2 um) of the output spectrum, and far field divergence (13 
146 mrad) of the full backplane are well within the design point requirements. Measurements of the transfer
efficiency and pump homogeneity after the pump delivery system (diode lenses, lens duct, homogenizer, and
laser transport lens) at the input to the first slab are depicted in Fig. 5. The transfer efficiency was experimentally
measured to be 83%, which is similar to the ray-trace prediction of 86%. The pump uniformity at the amplifier
locations matches well with ray trace predictions as can be seen in the overlay of the lineouts in Fig. 5b.
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Fig. 4 a) The power droop of temporal pulsewidth for each backplane is within specifications (< l O°A) for 
current backplane cooling design, b) The linewidth of the diode backplanes overlaps well with Yb:S-FAP pump
linewidth of 4. 6 nm. c) The divergence matches predictions and ensures a longer Rayleigh range after the
homogenizer.



Our front end laser, based on a Continuum master oscillator power amplifier system, produces over 500 mJ in a
20 ns FWHM pulsewidth. The spatially gaussian profile will be apodized to produce a spatially flat-topped
supergaussian profile. This front end laser will be used in preliminary gain experiments employing surrogate
Nd:glass slabs to measure gain uniformity and wavefront distortion. These experiments will be used to validate
beam propagation codes as well as the optical layout of the architecture and allow for fine-tuning the system
before the amplifiers are assembled with Yb:S-FAP.
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Fig. 5 a) A 4 x 6 cm intensity plot of the output of the pump delivery system shows a nearly homogeneous output.
b) Lineouts of the plot show the intensity variation is less than +3% in the vertical direction and approximately
±8% in the horizontal direction.

SUMMARY
Initial measurements were reported for the Mercury laser system, a scalable driver for inertial fusion energy. The
first Yb:S-FAP crystals of sufficient size to fabricate full aperture amplifiers have been grown with four crystals
in various stages of fabrication. The first full diode backplane and pump delivery system was completed and
tested with the following average results: 6% power droop, 4.2 nm spectral linewidth, far field divergence of 13
mrad and 146 mrad microlensed and unmicrolensed axis respectively, and 83% transfer efficiency through the
pump delivery system.

We would like to thank Mark Emanuel and Jay Skidmore for their prior work developing the laser diodes. This
article is dedicated to the memory of Howard Powell for his unwavering support of the Mercury Laser and his
personal commitment to inertial fusion energy. This work was performed under the auspices of the U.S.
Department of Energy by the University of California Lawrence Livermore National Laboratory under contract
No. W-7405-Eng-48.
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ABSTRACT
We are working on a composite thin-disk laser design that can be scaled as a source of high brightness laser
power for tactical engagement and other high average power applications. The key component is a
diffusion-bonded composite comprising a thin gain-medium and thicker cladding that is strikingly robust
and resolves prior difficulties with high average power pumping/cooling and the rejection of amplified
spontaneous emission (ASE). In contrast to high power rods or slabs, the one-dimensional nature of the
cooling geometry and the edge-pump geometry scale gracefully to very high average power. The crucial
design ideas have been verified experimentallyt. Progress this last year included: extraction with high
beam quality using a telescopic resonator, a heterogeneous thin film coating prescription that meets the
unusual requirements demanded by this laser architecture, thermal management with our first generation
cooler. Progress was also made in design of a second-generation laser.

INTRODUCTION
With recent funding provided by the Joint Technology Office, our thin-disk laser project has gained
momentum. We refer to this project as the "HiBriTE" laser an acronym for High B_B.0_ghtness Tactical
Engagement. A new set of experiments has started and we report here a snapshot in time for the results of
these ongoing tests while covering our planned tests. The recent experimental results give us confidence in
our scalability and high brightness arguments. To affirm the viability of the concept, the first step is to
demonstrate 300 W of sustained output. Beam quality issues at high average power are next in our agenda.
Shown in Fig. 1 are the diode arrays, hollow lens ducts, and output coupler, in addition to a blow-up of the
15%Yb:YAG / YAG composite laser disk situated on the cooler (soldered with indium). The inset picture
in figure 1 shows finished, diffusion-bonded Yb:YAG/YAG composite laser gain media we are using in
our tests. This is the equipment we are testing. It has already produced 260 watts in low duty factor quasi-
cw operation (~10%, 5 ms pulses ) and 50 watts in true cw operation. With the hardware upgrades enabled
by the new funding, we will demonstrate our average power goal of 300 watts and tractable high brightness
by using a telescopic resonator2. We have already collected data with a telescopic resonator at low duty
factor and have generated low order gaussian modes of predictable high beam quality. We are nearing
similar tests at high average power.

THE THIN DISK ADVANTAGE
One of the crucial advantages of the thin-disk design is that the thermal gradients are aligned with the beam
propagation direction, so that they do not impart significant wavefront distortion onto the light field. To
first order, the thin-disk laser geometry mitigates the effects of dn/dT and stress-optic effects. A second
order effect remains, relating to the pump uniformity. Deformations previously were the main source of
wavefront error in a thin-disk however, because "stiffness" is proportional to the cube of the thickness. A
major advantage of our approach over conventional thin-disk lasers is therefore the diffusion bonded
undoped cap serving as a "stiffness" member for the HiBriTE laser-disk, keeping the deformations to a
minimum. We will present interferometry data of a thermally loaded thin-disk-composite laser element,
which we plan to benchmark with our thermo-mechanical/optics calculations. Another advantage provided
by the diffusion bonded cap is that it allows for side pumping with laser diodes. Last but not least, the
index of refraction matched cap layer also provides a larger volume which dilutes spontaneous emission
greatly diminishing the adverse impact of amplified spontaneous emission (ASE). There is no downside 
the undoped cap which simply rises to a constant temperature and has no impact on the heat handling
advantage of the thin disk.
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!Figure I.- The HiBriTE thin-disk-laser concept. The enabling technologies are depicted in this figure.
(a) The Yb: YAG/YAG diffusion-bonded composite gain medium is cut and polished with specified shape; (b) 
complex thin film coating we developed acts as the laser back-mirror and for pump containment, (c) Indium

J!soldering conducts heat intensity > 350 W/cm~ to the c) high efficiency micro-channel cooler. (d) High |brightness pump diodes and lens-duct pump delivery.

INITIAL EXPERIMENTS-THEMAL MANAGEMENT
The thin film coating was a subject of intense activity over the past year. Demands placed on the thin film
by the unusual architecture are: 1) reflect at the laser wavelength (1030 nm) with high efficiency, 2) reflect
diode pump light at 940 nm over a broad phase space, 3) be compatible with indium solder for low thermal
impedance and 4) conduct a heat flux of 350 W/cm2. Development took place in house. YAG coupons
were coated with a dielectric stack followed by several metal films and finally an indium film prior to
soldering to a gold coated CuW surface (similar to a cooler’s surface). Two major problems were
encountered: Adhesion of the metal film to the dielectric stack and eutectic mixing of indium with
candidate metallic film during soldering. An additional metal film barrier was added to prevent indium
migration during soldering. Adhesion of the films was taken care off by judicious choice of the metal films
and surface activation via plasma sputtering of the dielectric surface prior tO depositing the first metal layer.
We now routinely coat and solder gain samples to coolers. We have tested one slab at a measured 590
W/cm2 continuous heat flux with no signs of damage to the coatings.

Figure 2. From left to right:first successful YAG coupon, ready cooler, precision solder fixture, fully coated
slab and cooler tested at 590 W/cm2 with no signs of damage.



I
L2:f2 ~ d + 18"IL

gain element i~ i ~

INITIAL EXPERIMENTS -BEAM QUALITY
The characteristic one-dimensional thermal gradient of a thin-disk laser can be exploited if we make the
transverse dimension of the laser aperture the principal means of scaling the average power output. High
radiance is required for tactical engagement missions and therefore a resonator capable of extracting with
beam quality is required. Unstable resonators are not a good choice due to intrinsically low gain through
the thin dimension of the gain medium. Since a high gain to loss ratio is required for efficient laser
extraction, the resonator transverse mode must have low loss. The resonator Fresnel number Nf= a2/(L-X)
(where a is the aperture radius and L the cavity length), determines the highest order Gaussian mode that
can oscillate without significant diffractive loss (Nmax = g’Nf for a confocal resonator). A cavity with low

Fresnel number is desired however; it is not practical to use the length of the resonator for mode selection.
An intra-cavity telescope was first proposed by Steffen et al. and later analyzed and experimented upon by

Lo
-p ¢q

,f, T’"
telescope

/M = - f2/fl

Figure 3- The telescopic resonator. The simple solutions of the special case shown above are both useful
and illustrative. The thermal lens is considered attached to the back-mirror. The parameter 5 is adjusted
to compensate for thermal lensing as well as to bring it into stability.

Hanna3. A dynamically stable resonator with an effective length M2-Lo can be realized (where Lo is the
length at the small beam end of the cavity and M is the telescope magnification). Figure 3 shows the key
features of the telescopic resonator. The telescopic resonator is an attractive choice for the HiBriTE laser
for several reasons. One is the ability to easily adjust for thermal lensing under varied pumping conditions.

Pure modes Mixed modes
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Figure 4 -Clockwise from the top-left comer: top view picture of the HiBriTE laser and intracavity (Galilean 
telescope; a sample of output modes ranging from TEMo.o to TEM4,1 obtained adjusting the output coupler tilt

for a given Lo and ~. The mixed modes were more prevalent away from gl.g2=__; the measured (vertical) beam
parameter ( m2) at the output coupler (the only one accessible) was compared to the theory; The desired
operating stability point is found for operation.
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Another, as Hanna showed in his appendix, is that once adjusted, the diffraction losses produced are those
of an equivalent confocal resonator, which offers the greatest degree of mode selectivity and insensitivity to
thermal fluctuations. Figure 4 summarizes our initial experiments calibrating our laboratory telescopic
resonator and verifying its mode selectivity. Experiments at average power will verify the dynamically
stable operation of this resonator in the near future.

PROGRESS WITH A SECOND GENERATION DESIGN
The scaling to truly high average powers requires optical isolation "grooves" between gain "islands". The
optically-passive volume adjacent to the gain-sheet drastically reduces the solid angle factor available for
the internal fluorescence to experience gain however, there is a maximum laser aperture size that is limited
by ASE due to unconfined photons traveling transversely within the thin gain medium. This aperture can
be increased by strategically cut "grooves" into the thin material but not penetrating the "cap-disk". We
feel encouraged by the data and believe that our thin-disk laser designs will enable a new class of high
beam quality, high average power lasers. The future holds promise. We have calculated that a single ASE
limited aperture based on YbAG should enable up to 8 kW of laser power while >100 kW can be envisaged
based on near contiguous placement of several such apertures. A reasonable next step in the near term
based on standard 15%Yb:YAG was also investigated computationally. Figure 5 shows an ASE limited
design with a hexagonal cross section pumped from 6 sides. The absorbed power distribution computed
(ray-trace) peaks in the center of the aperture. The design can be optimized for efficient extraction when
coupled with the suitable low order mode of a telescopic resonator~.

1.3 mm YAG (light trap)

7 mm

edge pump J

gain element

ISix sides will be used to pump the thin disk ]

to scale
[]

/.~.~,~..,~,~,~,~,12 bar stacks

Absorbed power distribution

1.8 kW
output

"Tuned" resonator

2~]f=zo.s~ 3o~ ~1

~1 "

f=- " "~0cm W/cm2
heat

1.6 mm M = 3
7 mm

Figure 5- A reasonable next step using available crystals would be the ASE limited design shown here.

Luis E. Zapata, Raymond J. Beach and Stehen A. Payne, Lawrence Livermore National Laboratory ,"Composite
Thin-Disk Laser Scaleable to 100 kW Average Power Output and beyond", SSLDTR-2000 Technical Digest
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Progress in the growth of Yb" S-FAP laser crystals
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Abstract

Growth of Yb : S-FAP [Yb3 ÷ : Srs(PO4)3F] crystals is being "studied for 1.047 p,m laser operation. These crystals are
not yet routinely available and the growth of high optical quality, low loss crystals poses a challenge due to a number of
crystal growth issues, including, cloudiness, bubble core defects, anomalous absorption, low-angle grain boundaries,
and cracking. At this time, a growth process has been formulated to simultaneously eliminate or greatly diminish each
of the defects to yield high quality material. Laser s!abs of dimension 4.0 x 6.0 x 0.75 cm are being fabricated from sub-
scale pieces using the diffusion bonding technique.~ ;. . "’

Keywords: A2. Czochralski method; B1. Inorganic compounds; BI. Oxides; B3. Solid state lasers
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I. Introduction

Host materials doped with the Yb3+ ion have
sparked a great deal of interest in the last several
years for their use as solid-state lasers that can be
pumped by InGaAs-based diode lasers [1,2]. These
materials have longer storage lifetimes than Nd3 +-
doped hosts and can have favorable cross-sections
[3]. For example, the material and laser perfor-
mance have been examined for Yb:YAG [4] and
the Yb : fluoroapatite (FAP) family of crystals [5-
7] including, Cas(POa)3F (C-FAP), Srs(PO4)3F
(S-FAP), Cas-xSrx(POa) 3F, Srs-xBax(PO4)3F,
and Srs(VOn)3F. Although Yb:YAG is much

*Corresponding author. + 1-925-422-5084; fax; + 1-925-423-
6195.

E-mail address." schaffersl @Unl.gov (K.I. Schaffers).
~Work done under the auspices of the US Department of

Energy by the University of California Lawrence Livermore
National Laboratory under Contract W-7405-ENG-48.

better suited for high power/high thermal load
operations because of its significantly better
thermal properties, Yb:fluoroapatites are well
suited for diode pumping in moderate thermal
load applications owing to the relaxed diode
brightness requirement and the 3 x greater gain
cross-section. The laser performance of Yb:S-
FAP has been investigated for use in a diode
pumped gas-cooled-slab laser geometry [8]. It was
shown to produce 50W of optical power at
1047nm with a laser output efficiency of 51%
with a laser-diode array pump source operating at
900 nm. Currently there is interest in this crystal
for a 100J, 1 kW, 1 ns gas-cooled slab laser system
(Mercury Laser). [9]. Yb:S-FAP crystals are not
yet routinely available and the growth of high
optical quality, low loss crystals poses a challenge
due to a number of crystal growth issues, including
cloudiness, bubble core defects, anomalous ab-
sorption, cracking, and low-angle grain bound-
aries. A significant effort has been made to
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understand the defect chemistry of Yb:S-FAP
and a growth process has been developed to yield
high optical quality crystals.

2. Experimental

Crystals of Yb : S-FAP are grown by using the
Czochralski method from a SrF2-rich melt.
Growth is done in a 4 in. diameter crucible having
a height of 4in. at 1810°C in an inert flowing
nitrogen atmosphere with rotation rates from 6-
15rpm and a pull rate of 0.5mm/h. As described
later in this article, excess SrF2 in the melt has been
chosen because it produces clear crystals with no
cloudiness. The melt is prepared by decomposing
SrHPO4, SrCO3, and YbzO3 starting materials to
yield a Yb-doped Sr3PO4)2 melt to which SrF2 is
added to yield the appropriate composition. The
pre-decomposition reaction prevents SrF2 from
oxidizing to SrO thereby removing fluorine from
the melt. Yb203 has been typically used as the
dopant to aid in the charge compensation process
where a Yb3+-O2- ion pair exchanges for a Sr2--

F- pair [1’0]. An excess of Yb203 is added to the
starting composition to accommodate the approx-
imate 12% distribution coefficient from melt to
crystal. Current boule dimensions are 2.8cm
diameter by 7cm length grown along the c-axis.
Efforts are centered around growing crystals of
suff~cient size to produce pieces for diffusion bonding
to form a 4.0cm x 6.0cm (c-axis) x 0.75cm slab for
the Mercury Laser being developed at Lawrence
Livermore National Laboratory.

3. Defect chemistry and growth strategies

A number of defects in Yb : S-FAP crystals have
been overcome to produce high quality material
for laser slabs. Five prominent defects encountered
are cloudiness in as-grown boules, bubble core
defects, low-angle grain boundaries, anomalous
absorption, and cracking. An understanding of
each of these defects has been achieved in an effort
to engineer methods to eliminate or sufficiently
reduce their magnitude to lessen the threat to laser
performance.

A SrF2-rich melt composition has proven
effective in eliminating the cloudiness in boules
of Yb:S-FAP grown from a near-stoichiometric
melt. The cloudiness is believed to be a result of
second-phase particles that precipitate out in the
crystal lattice. The identity of the second phase has
not yet been verified, but it is likely of phosphate-
based origin resulting from a deficiency of SrF2 at
the growth interface with the evaporation from the
melt surface. As a result, an excess of SrF2 beyond
the stoichiometric composition is added to yield
33mo1% total fluoride in the melt. A 33mo1%
SrF2 composition in the Sr3(PO4)2:SrF2 phase
system is equivalent to a congruently melting
compound with the stoichiometry Sr7(PO4)4F2.
However, Inductively-Coupled Plasma/Mass
Spectrometry has identified the composition of
the crystals to be Srs(PO4)3F. These phase
relationships have been extrapolated from the
Ca3(PO4)2:CaF2 phase diagram [11] since the
phase diagram for the strontium analog does not
yet exist. It has been found that the amount of
excess SrF2 that is added is significant where
<33mo1% yields cloudy crystals and large ex-
cesses lead to the formation of new, long "string-
type" defects that propagate perpendicular to the
c-axis~ at the core. However, compositions near
33mo1% are optimal for eliminating the super-
saturation of the second phase and clear crystals
are produced.

A growth orientation along the e-axis for Yb : S-
FAP crystals is critical for eliminating the anom-
alous absorption that occurs as a broad band from
approximately 925-1000nm with a peak at
975nm. Crystals grown along both the a-axis
and 45° to the c-axis intermittently display the
unwanted absorption whereas there is no evidence
for this absorption in the c-axis boules that have
been grown to date. The absorption is attributed
to the Yb3+ ion on a second site in the crystal
lattice, based on excitation and emission spectra.
The spectrum most closely resembles that of Yb3 +

in a phosphate environment such as is seen in
LuPO4 [3], where there are no characteristics of the
desired spectrum arising from the vibration inter-
actions of the Yb3+-O2- charge compensation
pair [10]. A possible explanation for the elimina-
tion of the anomalous absorption in c-axis crystals



Fig. 1. Five defect structures are present in Yb : S-FAP crystals
including: (a) bubble core; (b) anomalous absorption; 
cloudiness; (d) cracking and (e) low-angle grain boundaries.

relates to the presence of F- ion "conduction"
channels that parallel the c-axis in the apatite
lattice. The preferred orientation may allow for
easier charge compensation substitution of the
yb3+-O2- pair for the Sr2÷-F- pair giving rise
to the appropriate absorption spectrum thereby
reducing the probability of Yb achieving charge
compensation by another mechanism.

By growing "seed extensions" and choosing a
small cone angle to maintain a stable growth
interface, low-angle grain boundaries have been
eliminated. The grain boundaries appear as slight
shifts in the refractive index or waves running
through the crystal in sheets oriented perpendicu-
lar to the c-axis (see Fig. 1). Ref. [12] provides 
extensive explanation of the crystal lattice effects
that lead to the formation of these grain bound-
aries and therefore, these effects will not be
reiterated here. However, it is understood that
the dislocations are formed by propagation from
the seed to the crystal and strain-induced deforma-
tions from an unstable growth interface [13]. The
growth of a seed extension makes it possible to

grow beyond any grain boundaries propagating
from the seed or formed during the seeding
process. In addition, a gradual increase in diameter
in the cone section helps to maintain stable growth
Conditions reducing hoop stress preventing new
grain boundaries from forming. Further, c-axis
growth makes it easier to grow beyond grain
boundaries because they propagate perpendicular
to the growth direction.

Crystals of Yb:S-FAP are grown in a higher
thermal gradient furnace and at small 2-3cm
diameter to stabilize the growth interface and
control the formation of bubble core defects. The
bubble core is attributed to constitutional super-
cooling where a supercooled liquid is formed from
concentration gradients of rejected melt compo-
nents pushed along in front of the advancing
interface. In the Yb: S-FAP system, SrF2 and

Yb203 are in excess to alleviate cloudiness and
account for the distribution coefficient of dopant,
respectively, and therefore, may be of higher
concentration near the interface after being turned
away from the growing crystal. Instabilities
deviating from steady-state conditions, resulting
from this phenomena, can then cause small
protuberances that can come in contact with the
supercooled liquid and grow very fast away from
the interface into the melt. Eventually these
protuberances grow together and close off, trap-
ping low melting temperature liquid, which con-
tracts and leaves a void upon cooling (see Fig. 2).
SEM/EDX analysis has pinpointed the approx-
imate composition associated with the bubbles to
be Yb203 and Sr3(PO4)2. To prevent the growth
of any protuberances formed at the interface, we
have used higher thermal gradients, typically axial
gradients of ~35°C/cm near the melt. In addition,
it has been observed that the introduction of the
bubble core consistently begins at diameters of
approximately >/3.0 cm. Recent growths of smal-
ler, 2.2 cm diameter boules, in the higher gradient
have completely eliminated the bubble core
defects.

Cracking is manage& by not separating the
crystals from the melt during the cooling process
and by significant reduction of defects. The main
source of cracking was related to high thermal
gradients in the crystals, especially at larger (5 cm)

I J
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Fig. 3. Photograph of a high quality, polished section of an
Yb : S-FAP crystal.

Fig. 2. Photograph of the bubble core defects in Yb:S-FAP
crystals at a magnification of 78 x.

diameters, as well as numerous bubble core
defects. Cooling the crystals still attached to the
melt reduces the thermal stress along the length of
the boule by using the large thermal load of the
rfielt to conduct heat into the crystal. As a result,
cracking is no longer an issue in the growth of
small diameter Yb : S-FAP crystals.

4. Conclusions

A growth process has been developed to
eliminate each of the five defects encountered in
Yb : S-FAP crystals: Excess SrFz in the initial melt
and c-axis growth have been successful in prevent-
ing cloudiness and the anomalous absorption.
Also, seed extensions, higher thermal gradients,
and small diameter crystals have proven effective
in handling the formation of grain boundaries and
bubble core defects. Finally, with the significant
reduction in defects together with cooling the
crystals while attached to the melt, cracking is no
longer an issue. Boules grown using this method

yield small crystals with high optical quality, as
shown in Fig. 3. The diffusion bonding technology
will be used to stitch together sub-slabs to form a
full size (4 x 6cm) slab.2 This process has been
proven successful in test samples where there is no
visible evidence of the bond or by using inter-
ferometry. Currently, high quality sub-slabs are
being produced for laser testing.
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V

Optical properties including radiative quantum efficiencies, cross-relaxation coefficients, refractive index,
energy-gap law parameters, and maximum phonon energy are presented for a new low-phonon-frequency, non-
hygroscopic host crystal potassium lead chloride (KPb2C15) doped with 3+ and Nd3+. Assuming that th e
total decay rate (W) from each level is composed of radiative (Arad), multiphonon (wMP), and concentration-
dependent cross-relaxation (Wc) rates (W = Atad + WMP + We), we determined radiative quantum efficien-
cies (rf ad = Arad/w) from emission data for five samples of various Dy3+ concentrations (No). These results
were compared with values calculated from a Judd-0felt analysis of the absorption spectrum. This technique
required identification of cross-relaxation pathways. A cross-relaxation coefficient k = 1.83 × 10"37 cms s-1
(where Wc = kNo2) was measured for the Dy~+ SHgt2 + 6Flm level. The measured multiphonon decay rates
yielded energy-gap law (WYm[AE] - B exp[-flhE]) parameters B = 3.72 × 109s-1 and fl = 1.16
× 10.2 cm, indicating that laser action should be possible to near 9/zm (AE = 1100 cm-1) in this laser host
at roam temperature. ,.,~ i i%(: ~ .:~.
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1. INTRODUCTION
Solid-state host materials with low maximum phonon en-
ergies and high-luminescence quantum yields have been
subjects of a great deal of research for applications in
1.3-~m telecommunications amplifiers and long-
wavelength (4-10-/zm) lasers. 1-5 We recently demon-
strated 4.g-/zm laser action in CaGa2S4:Dy3+fi and 4.8-
and 4.9-/zm emission was recently observed in Tb3+- and
Ho3+-doped gallium lanthanum sulfide (GLS) glass,
respectively. 7,s High quantum efficiency of these devices
requires low-phonon-energy hosts for prevention of lumi-
nescence quenching. A rule of thumb indicates that, for
acceptable quantum efficiency for emission from a given
energy level, the energy gap to the next lowest level must
span at least four or five (maximal energy) phonons. Sul-
fide and chloride hosts have received the most attention
because oxide and fluoride hosts typically have maximum
phonon energies in excess of 500 cm-1 (rendering them
inefficient above 4 /zm). Currently, optical parametric
oscillator (OPO) systems are typically used to cover wave-
lengths beyond 4/zm. They incorporate both nonlinear
media and pump sources, leading to some complexity and
sensitivity in the optical system. These challenges could
be mitigated if direct solid-state mid-IR lasers were
found. The longest wavelength of which we are aware in
a room-temperature, solid-state host medium is 7.2 ~m in
pr3+-doped LaC13,9 a low-phonon-energy chloride host
that is notoriously moisture sensitive. Identifying a low-
phonon-energy crystal that incorporates rare-earth ions
and resists attack by moisture has been difficult. We
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have identified KPb2C15 as a promising new host for
mid-IR applications. 1°-14 Previous studies were con-
cerned with KPb2C15 as the luminescence mechanism of
divalent lead emission centers that are important for vi-
sualization of UV radiation 15 and as a low-phonon host
for trivalent erbium.16 This host is not hygroscopic, in-
corporates rare-earth ions, and has a very low maximum
phonon frequency (203 cm-1). Direct determination 
its quantum efficiencies, decay rates, and optical proper-
ties is important in the evaluation of this host as a candi-
date for applications that require mid-IR operation. In
this paper we study five samples of potassium lead chlo-
ride doped with trivalent dysprosium, KPb2C15 :Dy3+, to
assess some of its capabilities and limits. Inasmuch as
the study of this low-phonon-energy host is in its early
stages, it is important in establishing that KPb2C15 is a
credible laser host to note that laser action in
KPb2C16 :Dy3+ at 2.4 tzm (Ref. 17) and in KPb2C15 :Nd3+ at
1.06/zm (Ref. 18) was reported previously.

This paper consists of five sections. In Section 1 we de-
scribe the crystal growth and physical properties of
KPb2C15. Section 2 includes the spectroscopic data,
Judd-Ofelt analysis, and concentration-dependent
energy-transfer rates ofKPb2Cl5 :Dy3+. The quantum ef-
ficiency model for KPb2C15 :Dy3 + is developed in Section 3.
Spectroscopic and quantum efficiency data for
KPb2C15:Nd3+ are given in Section 4. We use the results
of Sections 3 and 4 in Section 5 to determine the energy-
gap dependence of the nonradiative decay to be able to
predict the maximum room-temperature laser wave-
length achievable in KPb2C15.
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Table 1. Dy3+ Concentrations of the Five Samples
Used in Our Study a

Dy3+ Concentration, NO

Sample Number x 1020 cm-a mol. %

1 0.35 0.76
2 0.40 0.87
3 0.43 0.93
4 0.54 1.17
5 0.73 1.59

~The concentration of sample 1 was measured directly, and those of
samples 2-5 were determined by comparative absorption.

2. CRYSTAL GROWTH AND PHYSICAL
PROPERTIES
KPb2C15 is biaxial and belongs to the monoclinic crystal
class (space group P2z/c-C52h) with lattice parameters a
= 0.8831nm, b = 0.7886nm, c = 1.2430nm, a=
= 90°, and fl = 90 °8’. 15 The fl value near 90° indicates
that the crystal is nearly orthorhombic.

Single crystals of KPb2C15 (melting point, 434 °C) typi-
cally 2.5 cm long and 8 mm in diameter were grown at the
Design and Technological Institute for Monocrystals in
Novosibirsk, Russia, by the Bridgman technique in a two-
zone furnace with a vertical gradient of 20°/cm. The
Dy3+ was doped onto the Pbe+ site, with K+ vacancies as-
sumed to be responsible for charge compensation. We
found that in KPb2C15 there are four nonequivalent sites
ofpb2+.15’19 The Dy3+ content did not exceed 3 mol. % in

the melt, and the segregation coefficient was determined
to be -1, based on measurements of bulk Dy3+ content
with the use of an inductively coupled plasma mass spec-
trometer.

The refractive index was measured with a Metricon
prism coupler along two orthogonal axes of an oriented
crystal with two orthogonal polarizations of a He-Ne la-
ser. By rotating the crystal about each axis, we could de-
termine maximum and minimum indices for each polar-
ization. By this method, we found that nz = 2.019
- 0.001 and n= = 1.982 _+ 0.001, giving An = 0.037
-- 0.003 (it appears that nx ~ ny).

Five KPb2C15 samples of various Dy3+ concentrations
(0.76-1.6 mol. %; see Table 1) were used in this study.
The samples were grown individually over the course of a
few years; in each attempt we strove for better optical
quality. Consequently the crystals varied in optical qual-
ity; samples 1-3 were generally of good optical quality;
sample 4 was fair; and sample 5 was poor. The poor op-
tical quality was generally attributed to the presence of
OH impurities.

3. SPECTROSCOPY OF KPbzC15:Dy3+

A. Infrared Cutoff
The multiphonon infrared cutoff (shown in Fig. 1) of -20
pm was measured with a Perkin-Elmer 983 infrared spec-
trophotometer. The absorption feature near 7.2 pm was
been identified as NH4+, which had been introduced in a
purification step of the crystal-growth process. The
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maximum transmission of -80% is consistent with
Fresnel and scattering losses in the 5-mm length of
sample. In particular, because the losses in this plot are
due mainly to Fresnel reflections (which are index depen-
dent), an index of refraction can be estimated from the
transmission data of Fig. 1. For example, with no inter-
nal scattering losses the index is related to the transmis-
sion by n = (1 + ~fl - T2)/T. Figure 1 indicates that
T ~ 0.8 from 4 to 10 t~m, so n ~ 2 in this region. This
result agrees with the data measured at the He-Ne wave-
length of 0.6 ttm, so n remains relatively constant from
0.6 to 10/~m.

B. Energy.Level Estimation
Absorption spectra at 15 and 300 K are shown in Fig. 2.
The cold spectrum shows line narrowing that is due to the
thermal depopulation of the (2J + 1) Stark levels that
constitute the ground state. Energy levels were assessed
based on the peaks of the 15-K spectrum and are shown
in Fig. 3. These data are used below in Judd-Ofelt
analysis and evaluation ofmultiphonon decay rates. The
Russell-Saunders assignments and letter designations of
the energy levels are taken after Dieke.2° Notice the
large relative intensity of the 1.3 ttm Z ~ W peak, indi-
cating the hypersensitive nature of this transition.

100[ . ! . ! . I ’ I ’ I ’

8o~. i -~! ...............i ..............
8̄ ~ 60

’°fI’ii\i ........... ...................f .............
20 ..............................................................i ................
OI i T: ] :- ] i~
4 8 12 16 20 24 28

wavelength (~rn)
Fig. 1. Mid-IR transmission spectrum through 5 mm of
KPb2C15. Long-wave cutoff owing to multiphonon absorption.
A transmission of ~80% indicates an average index n ~ 2.0 in
the 4-10-~m region.
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Fig. 2. Absorption cross section ofKPb2C15 :Dys+ at 15 K and at
room temperature (300 K), showing line broadening with tem-
perature. Energy-level values were determined based on peak-
to-peak values of the 15-K spectrum and appear in Fig. 3.
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Fig. 3. Energy-level diagram of trivalent Dy. The letter desig-
nations of the levels are taken after Dieke.2° The proposed
phonon-assisted energy-transfer pathway is indicated. Note
that this pathway actually involves two neighbering ions: a do-
nor ion in the W level and an acceptor ion in the Z level interact-
ing to promote both ions into the Y level.
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Fig. 4. Raman phonon spectrum of KPb2CI5. The highest fea-
ture occurs near 203 cm-I, which we assign as Vmax.

C. Absorption Cross Section and Doping Density
Polarized and unpolarized absorption data were taken
with a Perkin-Elmer Lambda 9 spectrophotometer for five
KPb2C15 :Dy3+ samples. The orthogonal polarization di-
rections were identified at extinction positions between

¯ crossed polarizers. As the unpolarized spectra were es-
sentially indistinguishable from the polarized spectra, the
unpolarized spectra were used in this study. We deter-
mined the absorption cross section ~ abs(k) from the mea-
sured absorption coefficient a(k) for one sample (1) 
measuring the total Dy3+ concentration No with the in-

ductively coupled mass-spectrometer technique and tak-
ing the ratio ~abs(k) a(k)/No. The Dy3+ concentra-
tion for the four other samples (2-5) was then established
by a least-squares fit of the absorption coefficient curves
of samples 2-5 to the absolute cross-section curve of
sample 1. Table 1 lists the results of this analysis. The
estimated error in the data is -10%.
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D. Maximum Phonon Energy
The maximum phonon energy was determined from a Ra-
man scattering spectrum in KPbaC15 powder by use of a
Ramanor U-1000 spectrometer (1-cm-1 spectral resolu-
tion) with 514-nm argon-laser excitation. The results,
shown in Fig. 4, indicate a maximum phonon energy of
hvmax = 203 cm-1, measured at the peak of the highest-
energy feature. (These data appeared in a previous
publication, 1344 but there the spectrum for KPb2C15 was
labeled a spectrum for BaC12. This figure rectifies that
error with a new spectrum for KPb2C15.) According to
factor group analysis for KPb2C15 related to the
P21/c-C~h group with Z = 4 and the C2 axis along b in
the unit cell, 96 dispersion branches are expected, as
24Ag + 24Bg + 24A~ + 24B=. The superposition of
these branches produces the ~15 bands resolved in the
figure. Because the monoclinic KPb2C15 structure con-
tains no molecular groups with specific internal vibra-
tions, the observed spectrum can be described in terms of
K+, CI-, and Pb2+ activity. The features below 75 cm-1

are due to Pb2+ translational modes; the features from 75
to 100 cm-z are probably due to K+ translational modes.
The bands above 100 cm-1, including the band at 203
cm-1, which is believed to be related to vibrations of C1-K
bonds, are associated with vibrations that involve C1-.

E. Judd-Ofelt Analysis
A widely used method to predict radiative lifetimes, quan-
tum efficiencies, and branching ratios was developed by
Judd2z and Ofelt. 22 According to the Judd-Ofelt model,
the line strength of induced electric dipole (ED) transi-
tions between states [fn[SL]J> and [fn[S’L’]J’> is

s~D= ~ a,l<fn[SL]JIIU(’)l]fn[Z’L’]J’>] 2, (1)
t =2,4,6

where [<fn[ZL]JllU(t)llfn[S’L’]J’>l 2 are the squared
reduced-matrix elements that are commonly found in the
literature 23 and 122, 124, and 126 are the host-dependent
Judd-Ofelt intensity parameters. These parameters can
be determined by a best-fit calculation, because the line
strengths can also be determined from the integrated ab-
sorption cross section

f

dX 4"n’2e21[(n2+2)2sED+nSMD]
~(k)-~- = 3 tiC 2J + 1 

(2)
We use the method discussed by Krupke24 to perform the
best fit. This method requires the contributions from
magnetic dipole (MD) transitions to be subtracted from
the integrated absorption cross section. The line
strength of induced magnetic dipole transitions is given

by

SMD = (hJ2mc)21(f’~[SL]J[[L + 2S[[fn[S’L’]g’)l2,
(3)

where the bracketed quantities indicate the matrix ele-
ments that must be computed in the intermediate cou-
pling scheme. These matrix elements, however, are most
easily computed in the LS coupling schemey so coupling
coefficients C(S, L) are needed where

I
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14p[SL]J> = ~ C(S,L)If~SLJ}. (4)
S,L

The C(S, L) for Dy3+ were taken from the eigenfunctions
of the energy matrix found in Ref. 26. Once the line
strengths are determined, the spontaneous emission rates
and radiative branching ratios can be calculated:

A j j, -
327r3 e2 c

[n(n2 + 2)2sED + n3SMDI3k3 f~c 2J + 1 9
(5)

Aj = ~ A j j, -- 1/~’jtad,
(6)

j,

~jj,rad = A j j,/A j, (7)

where Tjrad is the total radiative lifetime of level J. The
radiative quantum efficiency T]j rad is given by

7]drad T meas/T rad= J J , (8)

where Tjme~ is the total measured fluorescence lifetime of
level J. The results of this Judd-Ofelt analysis are
shown in Table 2. The W +-- Z (1.3-/J~m) transition has
sometimes been omitted from the analysis in the litera-
ture because of its hypersensitive nature. 27,2s Because
the rms error of the fit was lower with the 1.3-/~m transi-
tion excluded (0.16% versus 2.44%), we also omitted 
from this analysis. The inclusion or exclusion of the
1.3-/~m transition can significantly affect the Judd-Ofelt
analysis (particularly the value of ~2 in this case), which
can compromise the reliability of the results obtained.
This is the main reason why in Section 3 we explore a dif-
ferent method of arriving at such results. Previously re-
ported KPb2C15:Dy3+ Judd-Ofelt data included the
1.3-/~m feature, 18,1t used an inaccurate value of n = 1.7
for the average refractive index, and included magnetic
dipole data only for the 6H15/2 --+ 6H13/2 transition.14
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F. Decay Rates and Concentration-Dependent Energy
Transfer
To gain a more comprehensive picture of the fluorescence
dynamics of the KPb2C15:Dy3+ system, we investigated
concentration-dependent phenomena by studying the
fluorescence decay rates of samples 1-5. The total decay
rate Wj of a level J (J = A,W,X,Y) was assumed to obey
the relation

Wj --Aj tad + WjMP + Wjc =- Wj0 + Wjc, (9)

where Wj° is the radiative and multiphonon component of
the decay (which is not concentration dependent) and c

is the concentration-dependent component of the decay
from the level designated J.

Decay intensities for the W level, shown in Fig. 5, dis-
play an approximately single-exponential transient and
indicate the total decay rates increase with concentration.
We propose that the origin of this concentration depen-
dence is the phonon-assisted cross-relaxation process de-
picted in Fig. 3, whereby an ion in the ground level inter-
acts with a second ion in the W level such that both ions
end up in the Y level. This process must be phonon as-
sisted because the energy of the final state is 600 cm-1 be-
low the initial state (exothermic). Lifetimes were deter-
mined by a least-squares exponential fit according to
I(t) I( 0)exp[-(Wj ° + Wf)t], wh ere I( t) is thedecay
intensity at time t. Such an exponential decay is pre-
dicted when excitation migration among donors precedes
a dipole-dipole energy transfer between a donor (D) and
an acceptor (A). For low-moderate concentration levels,
the decay rate for such a transfer is generally given by

Wjc = kjCNDNA = kjCNo2, (10)

where kj c is the cross-relaxation coefficient and in this
case the donors and acceptors are the same species: ND
= NA = NO. The cross-relaxation coefficient depends
on the critical radius RDX for nonradiative dipole-dipole
energy transfer developed by FSrster and Dexter, which
can be estimated from the overlap of the emission and ab-
sorption cross sections29:

Table 2. Results of the Judd-Ofelt Analysis for Sample 1a

Transition k (lAID_) SED ( X 10-20 cm2) SMD ( x 10-20 cm2) AED (s- 1) AYm (s-i) ~rad Trad (ms)

SH13/2 (Y)
eHlst2 2.82 3.55 1.02 65.7 18.9 1.000 11.8

6Hn/2 (X)
--+ SH13/2 4.23 1.88 1.49 12.0 9.5 0.091 4.24
"* 6H15/2 1.69 2.15 O.00 214.3 - 0.909 -

6H9/2 + 6Flu2 (W)
6Hlu2 5.57 2.27 0.76 6.84 2.5 0.010 1.09

"+ 6H13/2 2.40 2.73 0.00 99.2 - 0.108 -
-+ ~H15/2 1.30 3.62 0.00 812.1 - 0.882 -

SH7a + 6Fg/2 (A)
--* 6H9/2 + 6Fly2 7.60 1.64 0.97 2.5 1.5 0.004 1.06
--* 6Hlu2 3.21 1.48 0.01 28.1 0.1 0.030 -
"* 6H13/2 1.83 2.87 0.00 281.7 - 0.297 -

6H15/2 1.11 1.47 0.00 633.0 - 0.669 -

I
I
I
I

aThe V (and A) level data were calculated with the assumption that the constituent levels are in thermal equilibrium. 122 = 5.41 × -2° cm2, 124

= 0.99 × 10-20 cm2, 126 = 2.96 × 10-20 cm2.
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Fig. 5. Temporal decay of the W level on 1.3-p.m excitation.
The decay rate increases as the sample concentration increases,
which is indicative of concentration-dependent cross relaxation.
Notice that the decay is largely singly exponential for each
sample.

3c
fRDXs = 8~r4n2Ajra d O’Dem(k)o’xabs(k)dk, 

where n is the refractive index and X = D or X = A for
donor-donor (D-D) or donor-acceptor (D-A) transfer.

When the overlap of the D-D interaction is much stron-
ger than the overlap of the D-A interaction (e.g., when
RDD >> DA), Burshtein’s hopping model3° is assumed to be
applicable. In this case the cross-relaxation coefficient is
given by

k jC = ~r( 2 ,rr/3 ) 5/2R DA3 R DD3A jrad. (12)

This situation typically arises for rare-earth ions for
which the Stokes shifts are relatively small, giving rise to
relatively large D-D overlaps and thus to a large value of
RDD.

To verify that RDD >> DA for KPb2C15:Dy3+, we show in
Fig. 6 the D-D and D-A cross sections that are relevant
to the cross-relaxation process. Emission cross sections
were determined from the relation

khfljjadAjrad I(k)
(7 em(~ (13)

JJ’ ~ J 87rcn2 fj~j,I(k)kdk’

where I(k) is the blackbody-calibrated emission spectrum
(arbitrarily scaled units of watts per nanometer) and
where the radiative decay rate Aj rad and the radiative
branching ratio fljj,rad were estimated from the Judd-
Ofelt analysis of Subsection 2.E.

The assistance of phonons in the D-A energy-transfer
model can be incorporated by use of the exponential rela-
tion developed by Auze131 to include the multiphonon
sidebands of the emission and absorption cross sections.
The Stokes sideband cross section is given by32

O" Stokes = O" elec exp(- esAE), (14)

where hE is the energy mismatch between the electronic
spectra [found in Eq. (13)] and the Stokes vibronic spec-
tra. The parameter as depends only on the host and is
given by31
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as = (h Vmax)-l(ln{(]V/So)[ 1 - exp(-h vm~lkT)]} - 1),
(15)

where h vm~ is the maximum phonon energy of the host,
~r is the number of phonons required for assisting the

nonresonant energy transfer, So is an electron-phonon
coupling constant, and kT ~ 208 cm-1 at room tempera-
ture. Auzel reports that So does not vary greatly from
host to host, with a typical value of SO = 0.04. Using
]V = 3 and h v=~ = 203 cm-1, we obtain an estimate of
as = 0.014 cm. These exponential tails are shown ap-
pended to the electronic spectra in Fig. 6(b). Using Eqs.
(11)-(14), we estimate that RDD = 19.4/~ and 
= 8.37~k, SO kws = 0.79 × 10:a7cmSs-1.

The cross-relaxation coefficient kw~ can also be deter-
mined experimentally. The total decay rates for the W
level are plotted in Fig. 7 against the square of the Dy3+

concentration, along with the fit according to Eqs. (9) and
(10):

Ww = Ww° + kwCNo2. (16)

Thus the slope of the straight-line fit yields the cross-
relaxation coefficient kw~, whereas the intercept yields
the intrinsic decay rate Ww°. Values of kwc= (1.83
_ 0.20)× 10-aTcm6s-1 and Ww°= 1197 +-59s -1 are
obtained¯ These results are in reasonable agreement
with the hopping model, establishing the credibility of the
cross-relaxation pathway. Based on a similar analysis,
we have concluded that no appreciable concentration-
dependent processes occur from the A or the X level.
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Fig. 6. Spectral overlap of(a) two donor ions and (b) a donor 
an accepter ion. The relatively large overlap of the donor ion ab-
sorption and emission suggests that hopping is likely to occur.
Bottom (note the log scale), way in which multiphonon Stokes
sideband contributions to the cross sections can increase the
spectral overlap.
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Fig. 7. Total decay rate for the W level (Ww) plotted against the
square of the Dy3+ concentration (No2). Also shown is the fit
Ww = W° + kwCNo2, where kwc is the cross-relaxation coeffi-
cient. The slope implies that kwc= 1.83 x 10-37cmSs-1.
Ww = 2W° whenN0 = 0.8 x 102°cm-3.

4. QUANTUM EFFICIENCY MODEL FOR
KPb2 C15 :Dy3 +
A. Method
With ground-state absorption at 2.9, 1.7, 1.3, 1.1, and 0.9
/~m, the low-lying energy levels in KPb2C15 :Dy3+ are ac-
cessible by direct laser excitation. By exciting each level
individually and examining the relative emission from
each lower-lying level, we can determine the radiative
quantum efficiencies of these levels. In practice this has
been done by measurement of the ratios of emission rate
intensities, as we shall see. The concept is pedagogically
illustrated in Fig. 8 for a hypothetical three-level system.
Figure 8(a) shows the energy levels, indicating the pump
level (level 3) and the possible output wavelengths X3 and
k2. For this example we assume that 712tad = 1 and that
~32rad = 0, SO only nonradiative decay connects level 3 to
level 2. Figures 8(b), 8(c), and 8(d) show the emission
spectra (photon emission rate ¢ versus wavelength ~t) 
cases when 713rad= 1, 0.5, 0, respectively. For this ex-
ample it is apparent that 7]3 rad = ¢3/(¢2 -I- ¢3), where Cj
is the photon emission rate for level J represented by the
emission peak at kj.

In the following more general model we assume that
decay from each level is possibly influenced by radiative,
multiphonon, and concentration-dependent transfer pro-
cesses only and that multiphonon decay occurs only to the
next lowest energy level. This method is an extension of
that used by Quimby et al. 33 We shall use the results of
this analysis to calculate accurate emission cross sections
and multiphonon decay rates that affect the potential use
of KPb2C15 :Dy3+ as a long-wavelength laser medium.

The model is based on solutions to steady-state rate
equations. It has been assumed that the pump intensi-
ties involved (/pump ~ 10 W/cm2) do not significantly de-
plete (/sat ~ 10kW/cm2) the ground-state population.
With the inclusion of the cross-relaxation pathway iden-
tified in Subsection 2.F, and with PNo denoting the popu-
lation density of the J level (J = A,W,X,Y) under direct
excitation of the P level (P = A,W,X), the steady-state
rate equations of levels W, X, and Y take the form

" = --. ,,:%; " " 269. x’,~j~ ~~.

d(WNw)

Idt
0 = WR - WNw/rw, (17)

d(WNx)

Tt = 0 bwxWNwl’rw - WNx/rx, (18)
~l

d(WN¥)
-- = 0 = (bwy + ~wCflwyC)WNw/rw

+ bxyWNx/Tx - WNy/’r¥, (19)

when the W level is directly pumped and I
bjj, = T]jrad.~jj, + T/jMP~jj,MP -t- T/jc)~jj, c (20) I

(7]J rad + 7]j MP + 7]j c = 1) represents the total branching
ratio through downward relaxation from level J to level J’ Iin all processes (radiative, multiphonon, and cross relax-
ation), WR is the rate at which level W is pumped, and Tj
is the total fluorescence lifetime of level J. The second
term in parentheses in Eq. (19) represents the (upward) I
energy transfer from the ground state to the Y level in the
cross-relaxation pathway (see Fig. 3). The quantum effi-
ciencies and branching ratios are all defined similarly: lira
7]ja = wja/wj; ]~jj,a = Wjj,a/wja; and a = radiative ¯
(rad), multiphonon (MP), and cross relaxation (c). 
cross-relaxation fraction 71wc (the fraction of the W level
population that decays by cross relaxation) is determined I
from the measured valuesof Ww and Ww° by use of Eq. ¯
(9): II

~?w =- WwC/Ww = I - Ww°/Ww.
(21) I

The following assumptions were used in this analysis: I

(a) (b)

-3 _

I"t, /I I

.... ’ -L" L
(°’ (" I

1/3 = U.3 //3 = U
_tad , __tad , h I

,’
b b

Fig. 8. Pedagogical illustration of the concept of the radiative
quantu_m efficiency model. (a) Level 3 is pumped directly, and
we assume that ~72rad = I and/932tad = 0. The wavy arrow indi-
cates nonradiat/ve decay (NR). Hypothetical emission rates 
(in arbitrary photons per second) are shown as a function 
wavelength k for (b) ~73rad = I, (e) rad = 0.5, and (d) 7/tad = 0.
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¯ fljj,MF = 1 ff J’ is the next level below J; fljjflvieI = 0 otherwise (multiphonon emission occurs only to the
next lowest energy level).

¯ flwy c = 1 (concentration-dependent energy transfer

I from the W level occurs only to the Y level).
° ~7¥MP = 0 [the Y-Z gap is sufficiently large (>15

phonons) to inhibit all multiphonon decay from the 
level].

the rate for the individual populationsSolving equations
WNj in the steady state, and writing the radiative emis-

Nostrand et al.

In a similar manner we can write the rate equations for
the levels X and Y when level X is directly pumped and
arrive at the relation

XCy b Xyr]yrad
X(~y/X ~ X(~X

7]xrad
(29)

Equations (27), (28), and (29) [in conjunction with 
(20)] represent three equations for the three unknowns
77Wtad, 7IX rad, arid 7]y rad, permitting a unique determina-
tion of these parameters. The solutions are

I
I
I
I
I
I
I
I
I
I
I
I
I
I

7]y rad =-

(1 - r/wc) - W¢x/yXCwx(1 + f/Wc)

2r/wc WCw~(1 - flw/"d) + 2r/wc WCxH(1 - flXy tad) + (1 - ~/wC)WCw#fflwytad’ (30)

sion rate (photons per second) from level J as
[WNj/~-j] T]j rad, we have

[WNw/Tw] 7]Wrad = WR ~wtad, (22)

[WNx/~x] yxtad = wR bwx~Txtad, (23)[WNy/~y] ~Ty~d = WR(bwY + ~TwCflwyC + bwxbxy) yyr~d.

(24)
The radiative emission rate can also be determined from
the blackbody-calibrated emission spectrum PI(k) (units
of arbitrarily scaled watts per nanometer), that results
from direct excitation of the P level (P = A,W,X) because

fj PI(~’)[PNJ/TJ]~]jrad°: ~,, ~J’ hc/k dX =- Pq~j, (25)

where the integral is carried out over all bands J ~ J’,
where J’ lies below J. Thus PCj represents the radiative
emission rate from level J after level P is pumped and can
be determined experimentally (to within a proportionality
constant) from the emission spectrum PI(X). The radia-
tive branching ratios can also be determined experimen-
tally from PI(X). From Eq. (25), for a single transition
J ~ J’ with radiative branching ratio j~jj rad, we have

f j_~j,PI(X)Xdk

~jj,rad __-- (26)
fZ J’ J J’-*J’

PI(k)kdk

Notice that the form of Eq. (26) makes the value of the
branching ratio invariant to the pumping level P.

We eliminate arbitrary constants that arise from collec-
tion efficiency and absolute intensity calibrations of the
system by taking ratios of Eqs. (22)-(24) and employing
relation (25). Labeling the ratio of the radiative emission
rate from the J th level to the radiative emission rate from
the Kth level as PCJ/K (i.e., PCJ/K ~ PcJ/PCK), we can use
expressions (22)-(25) to write

WCx bwx~Tx~ad
WCx/w = WCw

~Txrad ,
(27)

WCy (bwy + ~?wCfi~fc + bwxbxy)~yrad
WCy/w- Wq~w-

7}wrad
(28)

~yrad

~]X rad (31)
= x(;by/x + r/yrad(1 -- /3xyrad)’

r/xrad(1- VWc)

Vwr~a . (32)
= w¢~w + ~/~a(1 - flw/~a)

The quantum efficiency for the A level can also be deter-
mined from a similar analysis. Including the A level in
the rate-equation analysis, where it now becomes the
level directly pumped, and proceeding as before, we arrive
at the expression

~Wrad

~]A~ad = . (33)
ACW/A -k r/w~ad(1 -- flAWr"d)

Finally, it is worthwhile to note that, in the absence of en-
ergy transfer (as for low Dy3+ concentration), Eq. (30)
takes on the much simpler form

1 - WCxr(XCyfx
/Tyracl( ’F/W c --’," 0) = WCw/Yflwyrad , (34)

B. Experimental Setup and Data
Emission spectra were taken with a computer-controlled
1-m scanning monochromator. The samples were di-
rectly excited by a cw source, and a reference chopper was
placed at the entrance slit of the monochromator to modu-
late the emission signal at 77 Hz. The W level was
pumped with a 1.319-tam, 100-mW Nd:YAG laser (manu-
factured by Amoco) with an absorption coefficient

0.9 cm-1; the A level was pumped with 500 mW of
1.064#zm light from a Nd:YAG laser (manufactured by
Lightwave Electronics) whose absorption coefficient was
o~ ~ 0.01 cm-1. Dichroic filters, an InSb detector (77 K),
and a stimulated Raman scattering lock-in amplifier were
used to isolate, detect, and process the signals. For spec-
tra with emission wavelengths below 3:5 /~m, a 2.0-tzm
blazed 300-grating/ram grating was used; a 4.0-tzm
blazed, 150-grating/mm grating was used for spectra that
included wavelengths greater than 3.5 /~m. Individual
scans were obtained for wavelengths in the range 1.2-2.6
/zm (by A-level pumping), 1.7-3.5 tzm, and 2.6-5.5 tzm
(both by W-level pumping). We used the 1.2-2.6-/~m run
with A-level pumping to obtain the line shape of the

I
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Fig. 9. Emission data used to determine branching ratios ~jrad

and fluorescence ratios PCJ;K for samples 1 and 4. The vertical
scales have been adjusted to conserve the total emission rate for
each sample. (a) Emission spectrum wI(X) obtained by direct
excitation of the W level. Note the scale change near 1.3 ~n and
beyond 4 pro. The transfer of population from the W level to the
Y level in the higher doped sample (4) is shown by the relative
peak heights of the W ~ Z and Y -* Z transitions. (b) Emission
spectrum obtained by direct excitation of the X level. The
1.7-/~m (X ~ Z) feature is not shown¯ Note that the 2.9-/~m 
--4 Z) feature is dramatically reduced compared with that of the
W-level-pumped spectrum in (a). (c) Emission spectrum 
tained by direct excitation of the A level. Only the A --* Z and
W --* Z transition are shown.

1.3-/~m emission because this datum was too difficult to
obtain in the presence of the 1.3-/~m (X-level) pump sig-
nal. These individual curves were then overlapped and
scaled by a least-squares fit of the amplitudes of the ap-

propriate overlapping regions to form the continuous
curve shown in. Fig. 9(a). Emission data were limited 
k < 5.5/~m by the cutoff of the InSb detector. Level X
was pumped with an -1-W cw InGaAsP-InP diode source
at 1.7/~m developed at the Lawrence Livermore National
Laboratory. 34 The data shown in Fig. 9(b) were collected
in a single run with the 4.0-~m blazed grating and InSb
detector. The branching ratio of the 4.3-#m emission
was taken from the W-level-pumped data. A-level-

:~- :~- ":" --~ ~ - - , .... ..z.
pumped data are shown in Fig. 9(c). However, because
only the emission at 1.1 pm (A --* Z) was discernible [the
emissions at 1.8 and 3.1/~m (A --, Yand A --* X) could not
be resolved because of the presence of the much stronger

emissions at 1.7 and 2.9/~m (X --, Z and Y ~ Z)], these
data were generated by pumping of the 6F7/2 level at 0.9 |/~m with A1GaAs diodes and collected by the InSb detector
with a 600-grating/mm grating blazed at 1/~m. Accord-
ingly, we used the branching ratios from the Judd-Ofelt Idata in Table 2 to estimate ACw/A in Eq. (33).

The raw intensity data were spectrally calibrated with
a blackbody source (Electro-Optical Industries Model
WS142) operating at 1013 K, where the peak emission 

wavelength is 2.9/~m. In this way, the raw emission in- U
tensity could be converted into units of arbitrary watts
per nanometer. We obtained measured fluorescence life- Ill
times for the W, X, and Y levels by pumping the W level ¯
with the 100-mW Amoco laser at 1.3 #m, chopped to pro- U
duce 250-/~s pulses at 7 Hz, and fitting the observed 2.4-,
1.7-, and 2.9-/~m emission, respectively, to an exponential I
decay. We used bandpass filters and the InSb detector at |77 K to record the data. We obtained measured lifetimes
for the A level by pumping with the 900-nm A1GaAs di-
odes in pulsed operation (35/cs, 160 Hz) and fitting the
1.1-/~m (A ~ Z) decay. We used a 1-/~m blazed grating |(600 gratings/mm) monochromator and a dry-ice-cooled
photomultiplier tube to record the data.

The measured branching ratios j~jj,rad from Eq. (26) are m
given in Table 3, and the fluorescence ratios ecj/j, from II
Eqs. (27)-(29) are given in Table 4. The resultant quan-
tum efficiencies and radiative lifetimes are shown in
Table 5. For the Y level, it was assumed (as noted above) 
that yyMP = 0 and that the ~Tv~ values from Table 4 are U
due to oxygen impurities in the host, which is evident in

!
Sample Number flwx tad flwy tad ,BWZ tad /~Xy tad flXZtad

I
U

Table 3. Measured Radiative Branching Ratios
According To Eq. (26)a

1 0.008 0.076 0.916 0.118 0.882
2 0.009 0.080 0.911 0.154 0.846
3 0.010 0.083 0.907 0.132 0.868
4 0.018 0.073 0.909 0.118 0.882
5 0.020 0.088 0.892 0.116 0.884

Average 0.013 0.080 0.907 0.128 0.872

In principle, these are sample independent.

Table 4. Experimental Values for the
Fluorescence Ratios As Defined in Eqs. (27)-(29)a

Sample Number WCw/y WCx/y W(~X/w X (~)y/)( A~)W/A

1 1.971 0.673 0.341’ 0.115 115.4
2 1.250 0.459 0.367 0.145 86.1
3 1.180 0.450 0.381 0.090 98.5
4 0.859 0.348 0.405 0.091 105.3
5 0.954 0.594 0.623 0.059 83.9

= The superscripts refer to the pumping level; the subscripts refer to the
originating levels of the emissions¯
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Table 5. Radiative, Multiphonon, and Cross-Relaxation Quantum Effieiencies as Determined by the
Analysis of Section 4a

Tmeas Trad = 7-meas/7]rad

Level Sample Number T]tad 7~MP T]c (ms) (ms)

A 1 0.006 ± 0.002 0.994 + 0.002 0.000c 0.0052 0.94

2 0.007 ± 0.002 0.993 ± 0.002 0.000c 0.0051 0.74

3 0.006 -+ 0.002 0.994 -+ 0.002 0.000c 0.0049 0.82

4 0.004 ± 0.002 0.996 - 0.002 0.000c 0.0056 1.26

5 0.004 -- 0.002 0.996 --- 0.002 0.000c 0.0048 1.17

Average . 0.005 ± 0.001 0.995 -+ 0.001 0.000 0.0052 0.99

W 1 0.642 ± 0.022 0.216 ± 0.014 0.142 ± 0.0075 0.717 1.12

2 0.593 ± 0.020 0.210 ± 0.012 0.197 -+ 0.010b 0.671 1.13

3 0.590 ± 0.019 0.208 ± 0.011 0.202 ± 0.010b 0.667 1.13

4 0.471 ± 0.020 0.184 ± 0.011 0.346 -+ 0.0175 0.547 1.16

5 0.344 ± 0.021 0.216 ± 0.012 0.441 -+ 0.022b 0.467 1.36
Average ...d 0.207 --+ 0.005 ...d ...d 1.18

X 1 0.991 ± 0.049 0.009 ± 0.049 0.000c 5.964 6.02

2 1.010 -+ 0.047 0.000 ± 0.047 0.000c 6.394 6.39

3 1.049 ± 0.048 0.000 ± 0.048 0.000c 6.493 6.49

4 0.994 - 0.059 0.006 -- 0.059 0.000c 6.939 6.98

5 0.962 ± 0.100 0.038 ± 0.100 0.000c 6.565 6.83

Average 1.001 ± 0.027 0.011 ± 0.027 0.000 6.471 6.54

Y 1 0.904 -+ 0.073 0.000c 0.096 ± 0.073e 14.62 16.2

2 1.003 ± 0.082 0.000c 0.000 ± 0.082e 15.46 15.5

3 1.061 ± 0.084 0.000c 0.000 ± 0.084e 15.31 15.3
4 0.731 ± 0.071 0.000c 0.269 ± 0.071e 16.16 22.1

5 0.381 -+ 0.047 0.000c 0.619 ± 0.047e 11.40 29.9
Averagef 0.989 ± 0.046 0.000 0.032 ± 0.046 15.13 15.7

I

I
I

I
I

I
I a Radiative lifetimes were determined as the ratio of the fluorescence lifetime (¢ meas) to the radiative quantum efficiency (yrad).

I
I

I
I
I

I
I

bDetermined from measured lifetime data with Eq. (21).
CAssumed value.d Concentration dependent.
eAssumed to be dhe to oxygen impurities in the host.
fSamples 4 and 5 have been omitted from the average¯

the sample 1 absorption spectrum of Fig. 2 (300 K) near 
/~m. The total branching ratios bzj, as defined in Eq. (20)
are shown in Table 6.

C. Discussion
The justification for the use of macroscopic rate equations
in our model is not obvious. Although there is a random
variation in the distance between the two components in
each microscopic donor-accepter pair, the donor decay is
observed to be exponential, as occurs in the case of fast

Table 6. Total Branching Ratios
As Defined in Eq. (20)

Sample b wx b wY b wz b xv b xz

1 0.221 0.191 0.588 0.126 0.874
2 0.216 0.244 0.540 0.154 0.846
3 0.214 0.251 0.535 0.132 0.868
4 0.192 0.380 0.428 0.124 0.876
5 0.223 0.471 0.306 0.150 0.850

Average 0.213 ....... a 0.137 0.863

a Concentration dependent.

donor migration (i.e., in the hopping model). The ratio-
nalization lies in the notion that the donor decay can then
be described by a collective macroscopic rate, which can
be modeled with rate equations. The self-consistent na-
ture of our data seems to support this justification.

Further self-consistency can be seen in the data in
Table 5 and 6. We expect (and observe) that, as the
sample concentration increases, cross-relaxation between
the W and Y levels will tend to increase the cross-
relaxation fraction of the W level (~w~) at the expense of
the radiative fraction (~?wrad), leaving the (concentration-
independent) multiphonon fraction (~TwMP) unchanged.
Thus the multiphonon-dominated bwx remains constant
while the cross-relaxation-dominated bwv increases and
bwz decreases with increasing concentration. As ~x~d,

bxy, and bxz are unaffected by cross relaxation, they too
remain independent of concentration.

Another self-consistent result is the value of ~x~d (from
Table 5). As level X lies ~2350 cm-1 (more than 11
phonons) above the Y level, we expect the multiphonon
contribution to the X-level decay to be minimal, making
the radiative quantum efficiency near unity. Figure 10
shows the values of the radiative quantum efficiencies
7]wrad, 7]X rad, and 7]y tad for sample 1 plotted as a function

I
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of ~Twc according to Eqs. (30)-(32). In this figure 
curves reflect the radiative branching ratios flja ,rad and
fluorescence ratios PCJ/K that were actually measured for
sample 1; only 71wc (the fraction of the W-level population
taking the cross-relaxation pathway) was allowed to vary
independently. We see that ~xtad is near unity at pre-
cisely the value of 7wc determined by means of Eq. (21)
from lifetime measurements, as indicated by the dashed
vertical line in the figure. The assumption of a cross-
relaxation path with a decay rate of the form Wc

= kNo2 is critical in obtaining this result, because ~Tw¢

= 1 - Ww°/Ww and Ww° is obtained from the straight-
line fit to the plot of Ww versus No2 (e.g., Fig. 7). Notice
from Fig. 10 that values of ~wc less than 0.13 and greater
than 0.85 are unphysical because the radiative quantum
efficiencies there are outside the physical boundary 0

7] rad ~ 1.

The radiative lifetimes, determined from Eq. (8) as the
ratio of the measured lifetime to the radiative quantum
efficiency, can also be used as a consistency check because
Tmeas and 97 rad are independently determined. We expect
~r~d values to be intrinsic to KPb2CIs and thus indepen-

dent of concentration. The relatively constant values for
the A, W, X, and Y levels in Table 5 generally point to self-
consistency. Samples 4 and 5, however, seem to be in-
consistent with samples 1-3 for the Y level. The lower
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Fig. 10. W, X, and Y level radiative quantum efficiencies plotted
as a function of the W-level cross-relaxation fraction for sample 1
according to Eqs. (30), (31), and (32), respectively. The 
vertical line indicates the value of ~Twc determined from temporal
measurements according to Eq. (21). The ~/> 1 region is inac-
cessible.

values of ~Tytad (and the relatively large values of WCw/v
and wCw/y in .Table 4) are attributed to OH quenching of
the Y level near 3/~m in samples 4 and 5. A correspond-
ing decrease in the measured Y-level lifetimes for these
samples was expected but not observed (although a small
decrease was observed). This inconsistency has not yet
been resolved.

The small value (<1%) for the A-level radiative quan-
tum efficiency is surprising because the energy gap to the
W level of-1300 cm-1 corresponds to more than six
phonons. Indeed, there may be processes other than
nonradiative multiphonon decay at work, as evidenced by
the fact that Dieke did not observe fluorescence from the
A level in LaC13.2° In this case, the NH4+ vibration [ab-
sorption feature near 7.2 tim (-1390 cm-1)] is probably
responsible for reducing the radiative decay rate from the
A level.

The results of this analysis that can be directly com-
pared with the Judd-Ofelt analysis of Subsection 2.E are
shown in Table 7. We calculated the W = SHg/2
+ 6Fll/2 (and A = 6H7/2 + 6F9/2)-level data by assuming
that the constituent levels were in thermal equilibrium.
The Judd-Ofelt predictions of radiative branching ratios
were generally good (within 10%), but the radiative life-
times have been somewhat underestimated. The branch-
ing ratios and radiative lifetimes measured here can be
used to produce more accurate emission cross-section
data from Eq. (13). Infact, through Eqs. (13) and 
and the analysis of Section 3, these cross sections require
only the measured refractive index, fluorescence life-
times, and calibrated emission spectra of the selectively
pumped energy levels. The measured peak cross sections
are included in Table 7 and in general are smaller than
those predicted by the Judd-Ofelt data.

5. SPECTROSCOPY AND ANALYSIS FOR

KPb2 C15 : Nd3 +

KPb2CIs:Nd3+, whose absorption spectrum is shown in
Fig. 11, was included in this study because the 4F~/2 and
4F3/2 levels of Nda+ (see Fig. 11, inset) provide a conve-
nient energy gap (1030 cm-~ peak to peak) for the mul-
tiphonon plot in Section 6. The analysis (similar to that
in Section 3) for these levels is quite simple, as we may
assume that the radiative quantum efficiency for the
~F3/2 level is ~1 and’ that the radiative branching ratio

Table 7. Measured Data from Tables 3 and 5 Compared with Judd-Ofelt Data from Table 2 a

Source of Data

Judd-Ofelt Calculation Measured Data

I
I
I
I
i
I
I
I
I
I
I
I
I
I

Transition kpeak (~u~In) ~rad "rtad (ms) O-era,peak (×I0-20 cm2)b flrad ~rad (ms) ~em,peak (XI0-20 cm2)b

W -~ X 5.5 0.010 1.09 0.87 0.013 1.18 1.04
W --* Y 2.4 0.108 1.09 0.74 0.080 1.18 0.50
W -~ Z 1.3 0.882 1.09 1.00 0.907 1.18 0.95
X -~ ¥ 4.3 0.091 4.24 0.76 0.128 6.54 0.69
X ~ Z 1.7 0.909 4.24 0.65 0.872 6.54 0.40
Y ~ Z 2.8 1.000 11.8 0.81 1.000 15.7 0.61

~Average values were used for the measured data whenever applicable.b Calculated with Eq. (13).
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the 4F5/2 S (energy gap, ~1000 cm-1) levels is observed. The
data imply a fluorescence ratio Sews of 75.56.

between the levels is ~0, so multiphonon decay is the only
pathway that connects the two levels. Labeling the
Nd3+ 4F5/2 level S and the 4F3/2 level R, we find the result
analogous to Eqs. (31) and (33):

1
vs~d (35)s¢ws + 1’

The S-pumped emission data for Nd3+ are shown in Fig.
12, in which emission peaks that originate from the S
level at 0.81, 0.95, and 1.18/zm are visible. A cw Ti:sap-
phire laser tuned to 0.81 izm was used to pump the
sample, and a liquid-nitrogen-cooled InSb detector (along
with appropriate bandpass filters) was used to record the
emission from 0.83 to 1.8 /zm at the exit port of a l-m,
1-/zm blazed grating monochromator. The emission near
810 nm was obtained on a second run spanning 0.78-1.1
/zm by use of a Ti:sapphire laser tuned to 0.77/zm (pump-
ing the 4F7~ level) and a dry-ice cooled photomultiplier
tube. We then combined the two runs by matching the
emission peaks in the overlapping region. The value of
sews was found to be 75.56, giving T]S tad = 0.013. The
fluorescence lifetime for the S level was measured to be
3.4 tzs; that of the R level was measured to be 340/zs.

Nostrand et al.

6. NONRADIATIVE DECAY RATE FOR
KPb2C15
A. Energy-Gap Law
The analysis of Section 5 permits calculation of the non-
radiative (multiphonon) decay rates, so we may plot the
multiphonon emission rate versus energy gap and deduce
the phenomenological parameters described by the
energy-gap law. The energy-gap law states the empiri-
cally derived phenomenological dependence of the nonra-
diative multiphonon decay rate WjMP on the energy gap
hE between a level J and the next lowest level:

Wj MP = B exp(-fiAE)[1 - exp(-h vmaJkT)]-P,
(36)

where p = hE/h Ymax is the number of phonons (each
characterized by h Pmax) required for bridging the energy
gap and kT ~ 208 cm-1 at room temperature. B and fl
are the two fitted parameters that characterize the decay.
These phenomenological constants are dependent on the
host but are largely independent of the rare-earth ion
dopant.

B. Fitted Parameters
Using the Dy3+ quantum efficiency and measured lifetime
data for sample 1 from Table 4 and the Nd3+ data from
Section 5, we can determine the multiphonon decay rates
WMP as WMP = ~MP/’rmeas. Combining this result with
the energy gaps calculated (peak to peak) from the energy
levels shown in Fig. 3, we obtain the plot shown in Fig.
13. The fitted parameters for KPb2C15 are B = 3.721
× 109 s-1 and fl = 1.156 × 10-2 cm. The data point at
hE = 1315 cm-1 that arises from the A-level data was
not included in the fit. As discussed in Subsection 4.C,
we believe that the relatively weak emission from this
level involves processes other than just nonradiative mnl-
tiphonon decay¯ It is notable that Dieke also observed
fluorescence from the 4F~/2S level in LaC13:Nd3+(AE

1000 cm-1). For comparison, plots of MP versus t he
energy gap for other hosts23 are included in Fig. 13.
KPb2C15 is comparable with LaCI3 in its multiphonon de-
cay characteristics.

From the multiphonon plot we can conclude that to
achieve at least 1% radiative quantum efficiency for a

1.E+07 ’ ’ ’ ; ; ; ; ’ ’ ’ : : i i i
~: i : :Y3AlsOm
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Fig. 13. Multiphonon relaxation rate versus energy gap in
KPb~CI~ (filled diamonds). The source of each data point is in-
dicated. The curves for YAG, YLF, LaC13, and LaBra are shown
for comparison. These data are taken from Ref. 23.
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typical radiative rate of 103 s-1 requires a multiphonon
rate of at most 105s -1, which occurs near hE
= ll50cm -1 in KPb2C15 and corresponds to a wave-
length of -9 ~m. This conclusion is consistent with the
measured radiative quantum efficiency of 1.3% for the
1030-cm-1 gap in KPb2C15:Nd3+. We are currently
working to identify a rare-earth ion transition that is ca-
pable of demonstrating this long-wavelength laser poten-
tial. The difficulty lies in the fact that, in addition to the
proper energy gap, this transition must also possess a
suitable pumping scheme and emission cross section.

7. CONCLUSIONS
We have studied the optical properties of rare-earth-
doped KPb2C15, a novel low-phonon-energy chloride host
that is not moisture sensitive. Concentration-dependent
cross-relaxation processes were identified and character-
ized for the 6H9/2 + 8F1~2 W level with a cross-relaxation
coefficient of kwc = (1.83 _ 0.20) × 10-37cm6s-1. Us-
ing only fluorescence lifetimes, refractive index, and cali-
brated emission intensities, we determined radiative
quantum efficiencies and indicated that laser action in
this host should be possible to -9/~m.
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The two-dimensional (2D) structure of plasma density turbulence in a magnetically confined plasma
can potentially be measured using a Thomson scattering system made from components of the Nova
laser of Lawrence Livermore National Laboratory. For a plasma such as the National Spherical
Torus Experiment at the Princeton Plasma Physics Laboratory, the laser would form an
~10-cm-wide plane sheet beam passing vertically through the chamber across the magnetic field.
The scattered light would be imaged by a charge coupled device camera viewing along the direction
of the magnetic field. The laser energy required to make 2D images of density turbulence is in the
range 1-3 kJ, which can potentially be obtained from a set of frequency-doubled Nd:glass
amplifiers with diameters in the range of 208-315 mm. A laser pulse width of ~<100 ns would be

..... ~hnrt enough to camure the hizhest frequency components of the expected density fluctuations.

I. INTRODUCTION 1. The laser would enter the plasma through a large window
at the bottom of the machine in a beam with a radial width of

Plasma turbulence is one of the most difficult phenom- ~10 cm. The laser beam would exit through a window at the
ena to understand in plasma physics. Compared with neutral top, and stop in a specially constructed beam dump remote
fluid turbulence, there is still relatively little experimental from the machine. A very small fraction of the laser light
information about the space-time structure of small-scale (~ 10-9) will be Thomson scattered by the free electrons in
plasma density turbulence, which is probably the dominant the beam path. The local intensity of the scattered light will
turbulence in many magnetic fusion plasmas (l/ere "small be proportional to the local electron density. Therefore spa-
scale" refers to a range of turbulence wave numbers across tial fluctuations in the electron density in the radial versus
the magnetic field of k±a<l, where a is the plasma size).
Given the well-recognized importance of such turbulence for
magnetic fusion plasma confinement,1 it is important to im-
prove our diagnostic ability in this area.

This article discusses the feasibility of making a signifi- ~ Laser
cant improvement in diagnosing plasma density turbulence Beam

by applying the high-power laser equipment developed by
the inertial confinement fusion (ICF) program at Lawrence
Livermore National Laboratory (LLNL) to measure plasma
density turbulence in a suitable magnetic fusion device. We

Areapropose to use the well-understood technique of Thomson imaged
scattering to measure the two-dimensional (2D) structure (10 em 
density turbulence in an experiment such as the National 10cm)

Spherical Torus Experiment (NSTX) at the Princeton Plasma
Physics Laboratory (PPPL), which has a large magnetically Detector

confined plasma suitable for such a study. This initial assess-
ment shows that the required laser would need ~ 1 - 3 kJ of Gyrofluid ~imulation
energy in a pulse of width ~<100 ns to make a single 2D o~IT~t~b~e,~e

image of the expected density turbulence in a NSTX dis- FIG. 1. Schematic illustration of a 2D Thomson scattering measurement of
charge. This appears feasible using a laser built from com- density turbulence in NSTX. The camera viewing along the magnetic field

ponents that could be obtained from the recently decommis-
line would make a 2D radial vs poloidal image of the scattered light from
electrons within the area imaged. At the right is a 3D rendering of a theo-

sioned Nova laser system at LLNL. retical simulation of ITG density turbulence, which has short correlation
A schematic illustration of this concept is shown in Fig. lengths in the radial vs poloidal plane but a long correlation length along the

magnetic field. The laser beam duration of ~<100 ns is shorter than the
turbulence autocorrelation time, so the instantaneous structure of the turbu-

~)Electronic mail: szweben@pppl.gov lence should be visible.
..:\
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TABLE [. Assumed NSTX parameters for 2D Thomson scattering.

Plasma major radius
Plasma minor radius
Radius of measurement
Density at this location
Electron temperature at this radius
Estimated turbulence size scale
Estimated turbulence magnitude
Estimated viewing area
Estimated turbulence time scale

Ro= 0.85 m
a = 0.68 m
R~’Ro+a/2,~ 1.3 m
n=3X1013 cm-3
1 keV
k~l-10 cm
~t/n~l%
10 cm X I0 cm
~<1 /zs

poloidal plane can be measured by making a 2D image of the
scattered light as viewed approximately along the magnetic
field line, thus integrating over the width of the laser beam in
the direction parallel to the magnetic field (in which the fluc-
tuations are constant). If the laser pulse width is shorter than
the turbulence autocorrelation time (eddy turnover time), 
image of the small-scale density turbulence will be produced.

Similar scattering techniques are used in fluid turbulence
experiments,2 but a plasma scattering experiment is more
difficult due to the i> 106 times lower density of plasma with
respect to neutral fluids. However, this measurement in a
magnetic fusion plasma is important because the results
could be directly compared with the recent three-dimensional
(3D) gyrokinetic and gyrofluid simulations of toroidal
plasma turbulence, such as that illustrated in Fig. 1.3 A com-
parison between the measured 2D density turbulence struc-
ture and these models would be a significant test of the va-
lidity of these models, even if this structure could only be
measured at one point in time per discharge.

II. SIMULATION OF THE EXPECTED 2D IMAGES

The main technical difficulty in this diagnostic arises
from the very small cross section for incoherent Thomson
scattering, o’TS=(8~-/3)re2~6.6×10 -25 cm2. Although
small, this cross section is completely understood, making
Thomson scattering measurements the most reliable method
for plasma density and temperature measurements in mag-
netic fusion research.4 In this section we estimate the laser
energy needed to produce 2D images of plasma density tur-
bulence in NSTX and show a simulation of such an image¯

The assumed plasma and turbulence parameters for
NSTX are shown in Table I, as estimated from previous
experimental studies on tokamak plasmas.1 The plasma den-
sity in the region of interest is typically n = 3 × 1013 cm-3

with a local density fluctuation level of ~ 1% rms and a
range of spatial scales from k, ~ 1 - 10 cm. The structure of
these fluctuations is generally isotropic and turbulent across
the magnetic field but very elongated along the magnetic

field (~.paralle!>~¢> 1 m), as illustrated in Fig. 1.
First we give a rough estimate of the laser energy re-

quired to resolve these density fluctuations using Thomson
scattering. The fraction of scattered photons is F= o’TsnL,
where L is the vertical distance along the laser path length.
For an incident laser beam with P photons/cm in the radial
direction, the total number of photons per cm scattered into a
detector subtending a solid angle f~ str. is thus Ntot
~FPI2/47r. For imaging a 1 cm vertical × 1 cm radial area

Zweben et al.

10000

lOOOE
2

c
100

0

lO

Scattered light and bremsstrahlung

/

4000 4500 5000 5500 6000 6500

wavelength (angstroms)
HG. 2. Calculated spectrum of the laser light scattered at 90° to the laser
beam by a I cm x l cm area of a NSTX plasma with n = 3 × 1013 cm-3 and
T,= 1 keV, compared with the plasma bremsstrahlung spectrum (straight
line). The estimated signal/noise level for a density measurement within this
area is S/N,=,430 for a 1 kJ laser beam spread over a radius of 10 cm
radially.

of the NSTX plasma, F ~ 2 × 10-11, p ~ 3 × 10 [s photons/cm
for a 1 J/cm green laser, and f2/47r~2× 10-3 (correspond-
ing to 376). Thus the total number of scattered photons from
this area reaching the detector is Ntot~- 105 per Joule/cm of
laser energy. We now assume a total photon-to-
photoelectron detection efficiency of ~ 3 %, which includes
both the losses in the optics and the detector photon counting
efficiency. Thus the number of photoelectrons detected is
~--3 × 103 per Joule/cm of laser energy¯ For an assumed laser
of 1 kJ energy over a beam width of 10 cm, this implies 3
× 105 photoelectrons will be detected from the plasma area
of 1 cm x 1 cm. This corresponds to a statistical fluctuation
level of ~<0.2%, which should be small enough to measure
the ~ 1% density fluctuations.

A more detailed simulation of this Thomson scattering
process has been done taking into account the electron tem-
perature, the assumed scattering angle (90° to the laser
beam), and the detection solid angle and efficiency used
above. A typical scattered spectrum is shown in Fig. 2, along
with the expected visible bremsstrahlung background spec-
trum calculated for this plasma assuming a Zeff= 3. The re-
sult is that by integrating over the scattered spectrum, the
expected signal/noise (S/N) level for a density measurement
made within a 1 cm × 1 cm area is S/N~--430 at a laser
energy of E= 100 J/cm, which is approximately consistent
with the rough estimate above¯ The ratio of signal-to-
bremsstrahlung signal is also />10 over most of the line-
width, assuming a detector gating time of 100 ns.

The conclusion from this analysis is that the expected
density fluctuations in NSTX can be imaged using a laser
with ~>1 kJ/pulse in a 2D configuration such as is illustrated
in Fig. 1. This laser energy can be contrasted with the con-
ventionai NSTX Thomson scattering system,5 which uses a
frequency doubled Nd:yttrium-aluminum-gamet laser with
an energy ~ 1.5 J/pulse in a single line passing through the
plasma. That system is expected to have a few-% statistical
accuracy for measuring density in a cm-sized region. Thus it
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FIG. 3. Simulation of expected 2D image for an assumed 3 cm wavelength
density fluctuation in NSTX. The top shows the assumed spatial structure of
the 1% density fluctuations in a 10 cm × 10 cm area. The bottom shows the
expected image after taking into account the statistical fluctuations expected
for a 2 kJ laser scattering system. The average plasma density has been
subtracted from both these images.

is not surprising that a kJ-class laser is needed to measure
cm-scale density fluctuations to ~0.2% accuracy over a 10
cmx 10 cm region.

The quality of the 2D imaging which can be expected
from a kJ-class laser Thomson scattering system in NSTX is
illustrated in Fig. 3. The assumed "theoretical" spatial den-
sity fluctuation spectrum (top) was a coherent mode with a 
cm wavelength in both directions perpendicular to the mag-
netic field. The amplitude of this perturbation was assumed
to be 1% of its mean value (the mean is subtracted out in
both parts of this figure). The "experimental" spectrum
(bottom) was obtained by (a) binning this theoretical image
in a set of 100 x i00 pixels, (b) randomly changing the
number of counts in each pixel by the expected statistical
noise level (proportional to the square root of the amplitude

Plasma diagnostics 1153

in each pixel), and (c) smoothing the results over 10 x 
pixels (1 cm x 1 cm) to simulate the experimental image.
The case shown in Fig. 3 corresponds to a signal level of 3
X 105 counts/era2, i.e., to a total laser energy corresponding¯
to ~ 1 kJ in the NSTX case. The conclusion of this analysis
is that such a laser should be able to make a reasonably clear
image of the expected density turbulence in NSTX.

III. HIGH POWER LASER SYSTEM

The ~ 1-3 kJ laser required for this diagnostic can be
made using potentially available components from the Nd:
glass Nova laser, which was operated at LLNL at a maxi-
mum energy level of 40 kJ/pulse (351 nm).6 Laser compo-
nents from LLNL have already been used to design a 2 kJ
laser diagnostic for use on the Z-facility at Sandia National
Laboratory.7 This is about 10-100 times more laser energy

per pulse than has been used in the highest-power laser
Thomson scattering systems previously used in tokamaks.8’9

The requirements on the laser system for the present
Thomson scattering diagnostic are relatively modest com-
pared with the typical requirements for ICF experiments. The
Nd:glass frequency would most likely be doubled to 526 nm
to facilitate detection of the scattered signals using high spa-
tial resolution charged coupled device (CCD) detectors (see
Sec. IV). The pulse duration should be < 100 ns pulse to
reduce background light. The laser linewidth will easily be
orders of magnitude smaller than the width of the scattered
spectrum (Fig. 2). The beam needs a single pass propagation
distance of ~ 10 m to propagate through a device like NSTX,
and a far-field spot size of ~ 1 cm inside the plasma to
achieve the desired spatial resolution. Note that the toroidal
extent of the laser beam can be well over 10 cm, since the
camera is viewing turbulent filaments which are highly cor-
related in the toroidal direction. The laser profile versus ra-
dius would need to be measured accurately to calibrate the
scattered signals versus radius.

It would be highly desirable but not necessary to make
several pulses per shot with a time separation comparable to
the turbulence autocorrelation time (~10 /zs), in order 
measure the dynamics of the turbulence. This could be
achieved in principle by dividing the available laser energy
into multiple pulses, since the Nova glass amplifiers have an
energy storage time of several hundred microseconds. How-
ever, there is a trade-off between the number of such pulses
per shot and the energy in each pulse, such that the highest
spatial resolution would be obtained with a single laser
pulse. A single 2D image obtained with a repetition rate of 1
high-power laser pulse per hour should be sufficient for the
initial research goals of this diagnostic.

These requirements could be met by a laser constructed
using Nova components similar to those outlined in Table II.
The designs are based on laser amplifiers ¯ of aperture size
208-315 mm, which are potentially available for this pur-
pose. The generic laser system design using Nova disk am-
plifiers, as illustrated in Fig. 4, can produce a 1200-3000 J
pulse at 526 nm, the second harmonic of the Nd:glass laser
wavelength. This system design uses four laser passes
through the glass amplifiers, and assumes frequency dou-
bling with 75% conversion efficiency. It should be stressed
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TABLE H. Preliminary summary of potential main cavity laser amp-fifier
configurations using Nova components (with angle-multiplexed four-pass
arrangement).

Amplifier size (mm) 208" 315
Beam diameter (mm) 180 273
Disks per amplifier unit 3 2
Disk thickness (mm) 32 43.2
Single pass gain per amplifier 2.2 1.75Small signal gain (cm-l)

0.068 0.054
Stored energy density (J/cm3) 0.32 0.25
Stored energy per amplifier (J) 1182 1924
Damage limit (J, est. at 20 ns) 1600 15 000
Number of amplifiers in four-pass 3 4
Four-pass small signal gain 1804 2294
Total stored energy (J) 3545 7695
Gain saturation energy (J) 1527 3502
Available 1 oJ output energy (J) 1600 400020) output at 75% conversion (J) 1200 3000

aThe 208 mm amplifiers are currently unavailable due to heavy demar]d, but
may become available at a later date depending on project funding avail-
ability.

that a detailed conceptual design for this laser system would
be required to make a final determination of the laser require-
ments, identify all components, and make accurate cost and
schedule estimates before implementation could begin.

IV. POSSIBLE IMPLEMENTATION

There are many technical issues to be resolved before
this diagnostic could be implemented on a magnetic fusion
energy (MFE) device like NSTX. Some of these are:

(a) the vacuum and optical integrity of the windows must
be maintained, which requires a laser energy limit of
about 5 J/cm2 at the windows;

(b) the beam dump must be capable of absorbing the laser
pulse without damage or scattering of light back into
the plasma;

(c) the laser beam must be handled safely, and requires 
large clean area near the machine;

(d) the detector and laser wavelength need to be optimized
for the desired spatial resolution and S/N ratio, e.g., a

Sub-system

Sin~lle mode nano-Joule master oscil ator I

r

Cr

Output enerqy

1 -3 nJ

1 - 10 mJ

0.1 - 1 mJ

0.3-3 J

1.6 - 4.0 kJ

1.2 - 3.0 kJ

FIG. 4. Generic laser system design using Nova disk amplifiers to produce
a 1200-3000 J pulse at 526 nm, the second harmonic of the Nd:glass laser
wavelength. Two options are considered, one with a final frequency-doubled
laser energy of ~ 1200 J and another with a laser energy of ~,3 kJ.

Zweben et al.

(e)

high resolution image might use a photocathode/CCD
detector at a laser wavelength of 532 nm, while a low
resolution (e.g., 10×10) image could be made at 
higher S/N level using an array of avalanche photo-
diodes at 1064 nm; and
a realistic evaluation needs to be made of the cost and
schedule, including the laser systems, interface with the
machine, and detection system.

It should be noted that this diagnostic could in principle
be used on any MFE device similar in size and accessibility
to NSTX. However, the implementation of this diagnostic
would obviously be considerably more costly and time con-
suming than for a conventional Thomson scattering system
of much lower energy.

V. SUMMARY

This article described a diagnostic to measure the 2D
structure of plasma density turbulence in a MFE fusion
plasma using high-power laser Thomson scattering. It ap-
pears feasible to construct the required ~ 1 - 3 kJ pulsed la-
ser source with components developed for the Nova program
at LLNL. This system could also make multiple images
within the laser energy storage time of several hundred mi-
croseconds, but only at lower spatial resolution. Consider-
ably more analysis is needed before a practical system could
be implemented on a device such as NSTX.
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Damage Threats and Response of Final Optics
for Laser-Fusion Power Plants
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The final optics for laser-IFE (inertial fusion energy) power plants will be exposed to a variety of damage
threats, including high-energy neutrons and gamma rays, x-rays and ions from the target explosion,
contamination by condensable gases and particulate, and the laser itself. Experiments and modeling have been
performed in order to understand damage mechanisms and possible solutions for those threats that are judged to
be the most serious concerns for a power plant.

INTRODUCTION

Survival of the final optic is one of the most critical
issues for a laser-driven IFE power plant. Laser-
induced damage is compounded by the presence of
contaminants and various prompt radiations that
emanate from repeated target explosions. Table I
summarizes the various damage threats and also
provides nominal goals for a power plant. These
goals are driven by the desire for modest-sized optics
(operating at -5 J/cm2 fluence), lifetime on the order
of years, target physics requirements imposed on
beam characteristics, and acceptable cost-of-
electricity. Direct drive targets require illumination
symmetry of the order of 1% and positioning accur-
acy of 10-100 mm.

Table I. Damage threats and nominal goals

Final Optic Threat Requirement

Defects and swelling Absorption loss <5%

(g-rays and neutrons) Wavefront distortion < 1/2
mm

Optical damage by laser >5 J/cm2 threshold (normal
(LIDT) to beam) for >108 shots

Contamination Absorption loss <5%

>5 J/cm2 damage threshold

Ablation by x-rays <10-4 monolayer per shot

Sputtering by ions <10-4 monolayer per shot

For transmissive optics, radiation-induced darkening is a particularly serious concern. Highly pure SiO2
and CaF2 have been irradiated and the increased absorption coefficients arise from known color centers. The
possibility of reducing the damage through annealing at elevated temperature has been evaluated.

For reflective optics, the primary design option considered is grazing-incidence metal mirrors. For these, the
most serious concern is reduction in laser damage threshold due to long-term exposure and contamination.
Unstable surface deformations due to operation at grazing incidence angles are possible and have been
evaluated. Both experimental results on LIDT and modeling of defects are presented.

NEUTRON DAMAGE TO TRANSMISSIVE OPTICS

After n°-irradiating fused silica samples for a IFE-equivalent dose of several months at several temperatures
(performed at LANSCE, Los Alamos), the optical absorption spectrum plotted in Fig. 1 is obtained. For the case
of irradiations at 105 °C and 179 *C, the spectra nearly overlap (sample path length of 1 cm). The peak at 630
nm is due to Non-Bridging Oxygen Hole Centers (NBOHC), while the rising edge at 350 nm arises from Oxygen
Deficient Centers (ODC) [1]; the slow rise in the sample irradiated at 425 °C is due to scattering. The
mechanism illustrated in Fig. 2 explains the experimental observations, including the fact that the ODCs and
NBOHCs are created in roughly equal numbers, T-rays form E’ centers from the ODCs, and the defects can be
thermally annealed away. The annealing is illustrated in Fig. 3, where the defects in the sample originally n°_

irradiated at 105 °C are shown to return to its original state at 380 °C. In addition, a type of"radiation annealing"
is observed to occur, which leads to a maximum absorption coefficient of ~1 cm-~ at 350 nm, irrespective of
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dose. This process operates because the collisional cascades overlaPr at high dose, and a maximum level of
defects forms. The plausibility of employing thin (<1 mm) fused silica as the final optic is being explored.

8!O2 samples irradiated at LANSCE for 1011rad

~: --Sample C53 (ir?ad;..@. ! 05"C

....
300 400 500 600 700 800

Wavelength (nm)

Fig. 1. Results for irradiating fused silica
for ~ 1011 rads at the indicated
temperature.

SiO2 irradiated at 105"C (Sample C53); thermatly annealed at 380"C
03

o2j

°t
o

0.1

O.0
20o

~MeV n°

~i -- Si~ + ~’~Si --0" "0-- Si~

ODC, absorbs @ 245 lira IN-BOHC, absorbs @ 620 am

~Si "Si ~

~alins ~Si --O -- Si /

E" Center, absorbs @ 213 nm

Fig. 2. Mechanism by which neutron-irradiation of
Si02 leads to the formation of Oxygen Deficient
Centers (ODC) and Non-Bridging Oxygen Hole
Centers (NBOHC).

Fig. 3. Thermal annealing of the
NBOHCs (near 630 nm) and the ODCs
(edge observed at 300-350 nm).

LASER-INDUCED DAMAGE TO GRAZING INCIDENCE MIRRORS

For KrF lasers, color centers near the operating wavelength of 248 nm may rule out transmissive final optics.
Very high performance is possible using multi-layer dielectric mirrors; however, fears over the effect of neutron-
induced damage have led to the adoption of metal mirrors as the primary candidate [2]. Unfortunately, metal
mirrors suffer from relatively low reflectivity (and consequently low damage threshold), especially for 
wavelengths. Aluminum maintains relatively high reflectivity for UV light. By operating at a grazing angle of
incidence with s-polarized light, reflectivities in excess of 99% are possible.

One of the unresolved issues for grazing incidence metal mirrors is whether or not they can operate for long
periods of time at laser fluences higher than the normal incidence damage threshold (for aluminum this can be as
low as 0.2 J/cm2). In order to keep the optic size modest, a goal of 5 J/cm2 normal to the beam was chosen as a
reasonable goal. Although laser-induced damage to metal mirrors has been explored previously, uncertainties
still exist in the fundamental mechanisms of LIDT for multiple-shot beams, the influence of erosion (sputtering,
pitting and cratering) mechanisms, and possible changes in the mechanical properties by pulsed neutron
irradiation. Modeling of unstable thermomechanical deformations of metal surfaces was performed in order to
predict the long-term damage threshold. In addition, experiments were performed on diamond-turned AI
surfaces at 85° angle of incidence for up to 10,000 shots in order to provide experimental validation.
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I MODELING OF GRADING INCIDENCE METAL MIRROR DAMAGE

Structural changes induced by a laser beam occur in
the crystal lattice subsystem of the material, which

Laser i rradiation,.fie..ld

I can be considered as an elastic continuum On the ~ \, "", ~ "~ "-, _
¯ " z 4 L1 0 0]

other hand, laser radiation exciteS only the thin film~"
electronic subsystem, creating a non-equilibrium /"-7" ,~, A /--( r-~ /-~ //z__._.~
plasma state in a shallow layer of the material¯ /~-~-7/~ /tI Relaxation of this plasma

//ht~- ....... ~/ )sub-surface leadsto
intense local heating and generation of a variety of T ~ /
lattice (point and extended) defects. These point [ ...... ’ ~.h~-~t~. I ~/I and extended defects (e.g., dislocations) - viewed as ~_. ......... v

rigid inclusions in the elastic continuum - will thus
Fig. 4. Schematic of the model for laser-induced sur-deform it.
face instabilities and the formation of "ripple "patterns¯

I Experimental evidence for the formation of point and extended defects in laser-irradiated materials were first
reported in the early seventies by Metz and Smidt [3,4]. The deformation of the elastic continuum itself Changes
the transport characteristics of these defects in such a way as to minimize the total free energy of the system. An

I unstable feedback loop is set up, driven by laser irradiation, and controlling the interaction between the defect
and deformation fields of the material, as illustrated in Fig. 4.

We developed a model which describes the dynamics of such systems in the case of uniform laser irradiation [5].
We also extended this model to the case of focused laser irradiation [6]. The model applies well to the
description of the mechanical deformation behavior of thin coatings on substrates (as in coated laser optics), and
is in very good agreement with experimental data. Through linear, nonlinear and numerical analyses, we
determined how rose deformation patterns, with petal number increasing with laser intensity, naturally arise in
this model, in agreement with experimental observations on focused laser irradiation, as can be seen in Fig. 5.
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Fig. (5b): Computed "Rose" surface
deformation [6].

I
Fig. (5a)." experimental observations of "Rose’
deformation patterns in focused laser [7].

Fig. (5c): Results of numerical solutions for
surface deformation patterns in laser-irradiated
surfaces [5].
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EXPERIMENTAL DATA ON GRAZING INCIDENCE METAL MIRROR DAMAGE

Experiments were performed using a frequency-doubled YAG laser with a beam size of 1.2 cm and maximum
energy of 800 mJ. Mirrors were fabricated by diamond turning 99% pure (AI-ll00) and 99.999% pure
aluminum with a natural oxide coating ~30 nm thick. An example undamaged surface profile is shown in Fig. 6.
The lathe marks are clearly evident, with a maximum surface height variation of~30 nm.

Experiments were performed for single and multiple shots up to 104, all at 85° angle of incidence. The AI-1100
mirrors survived single shot exposure up to 18 J/cm2 normal to the beam. Below 8 J/cm2 no visible damage is
observed up to the maximum number of shots tested. Between 8-18 J/cm2, visible changes appear on the
surface, indicating the onset of microscopic damage. After continued exposure at this fluence level, eventually
the damage becomes sufficiently severe to cause enhanced absorption and eventually ablation (see Fig. 7). Fig.
8 summarizes damage measurements for AI-1100. For comparison, Fig. 9 shows the response of a pure A1
surface which survives up to the melting threshold without exhibiting an intermediate damage regime. Pure A1
appears to have a significantly increased damage threshold as compared with AI-ll00. Experiments are
ongoing.

¯ .t!0.

Figure 6. Surface profile of an undamaged Al-1100
mirror

Figure 7. SEMphoto of Al-llO0 mirror
exposed to 20 J/cm2 for 104 shots
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Figure 8. Damage regimes for Al-1100

10000

Figure 9. SEM photo of pure AI exposed
to one shot at 180 J/cm2
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Hydro*Star- A Direct Water-Cooled DD-Fueled IFE Fusion-
Chamber Concept

Charles D. Orth

ABSTRACT

We introduce a new IFE fusion-chamber concept called Hydro*Star that uses DT-ignited DD targets and a water
blanket. The driver can be either a 13 to 16-MJ diode-pumped solid-state laser (DPSSL) with fast ignition, or a 4-MJ
heavy-ion accelerator operating at a reprate 10 times faster than the fusion chamber to accumulate sufficient energy in
storage rings to direct 40 MJ at the target. The driver employs a prepulse system to bum an ionized path through the
ambient fusion-chamber vapors, whose operating pressure is about 20 arm. We assume that the targets, which have a
yield of about 2800 MJ, can be indirectly driven with two-sided illumination. The blanket, which is 1 to 2-m thick and
placed immediately inside the structural wall, is operated just over 100 C either in a liquid or frothed-liquid state, the
latter being preferred to reduce stresses in the structural wall. The structural wail, at a radius of 4 to 5 m, is composed
of low-carbon steels to avoid the stress-corrosion cracking problems that have plagued certain light-water-reactor
(LWR) systems. The functions of the blanket are (1)to shield the structural wall and exterior components 
neutron and gamma-ray target emissions, and (2) to supply water for the direct generation of steam. Each fusion
pulse vaporizes nearly one-half centimeter of the inside surface of the water blanket, thereby creating hot steam
which is vented directly from the fusion chamber into ordinary steam turbines. Thus, Hydro*Star operates just like a
simple steam engine, with a basic reprate of only 0.8 Hz per GWe of net output. Because the steam temperature is 900
to 1200 K, the plant thermal efficiency is nearly 50%. This efficiency is much better than the typical 35-40% now being
achieved in commercial reactors, and much better than the efficiencies estimated for previous fusion-chamber
concepts except CASCADE (55%). Other advantages for the new concept include reduced plant radioactivity
(reduced radionuclides inventory), longer component lifetimes, nearly self-cleaning operation, reduced risk for
catastrophic accidents, and potentially lower cost of electricity. Although Hydro*Star has many advantages, we
identify many serious design issues that require future investigation. These include the problems associated with
(1) how to interface the evacuated driver beam lines to the high-pressure fusion chamber, (2) how to propagate 
driver beams through the high-pressure steam, and (3) how to obtain the necessary tritium supplies without breeding
tritium in the water blanket.

CONCEPT SUMMARY

We propose a new concept of a fusion chamber for inertial fusion energy (IFE) utilizing driver beams from either 
diode-pumped solid-state laser (DPSSL) or a heavy-ion (HI) driver. The chamber is operated at high pressure, 
features DT-ignited DD fuel targets, a (frothed) water blanket, and direct steam power conversion. Because of its
water blanket, Hydro*Star operation avoids any significant vaporization, condensation, and neutron deterioration of
structural wall materials. In brief, a 1-GWe Hydro*Star operating at 0.8 Hz has the following features (see Fig. 1 and
Tables 1 and 2):

_Driver -- either a 13 to 16-MJ 0.826-Hz DPSSL operating with fast ignition (DD target gain GDD = GDT *
--(347/340)*[(9Ar+5.5g/cm2)/(pAr+60 g/cm2)] with DT target gain = 400 Edr° ’4 for driv er energy Edr,see

Ref. 5), or a 4-MJ HI accelerator operating at 8.26-Hz to accumulate sufficient energy in storage rings to
direct 40 MJ at a target at 0.826 Hz. A prepulse system clears channels through the high-pressure fusion-
chamber vapors before each pulse on target. Each HI beam is focused outside the fusion chamber before
passing through the 3-ram hole in the N1.5-m-long baffled diaphragm system separating the high-
pressure fusion-chamber environment from the beam-tube vacuum. Each beam is transported to the
target inside the ionized column created by the prepulse system. The selection of beam ion (Z>50, A>130)
has not yet been made. For a DPSSL, the wavelength is assumed to be 0.35 to 0.50 Gm.

-- an advanced design using DT-ignited DD fuel (D3He could be used if it becomes available). 
assume that the targets are indirectly driven with two-sided illumination (i.e., each target consists of 
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capsule mounted inside a hohlraum). The targets are assumed to have a gain of N180 (DPSSL) or ~70 (HI)
thereby producing a yield of ~2.8 GJ per target for either driver type.

Containment Vessel & Blanket- a 3-to-5-m-radius, nearly spherical vented, low-carbon-stainless-steel vessel
lined with a 1-m to 2-m-thick blanket of water. The water is supported by a compartmental or wick
substructure that prevents unrestricted gravitational flow. The preferred mode of blanket operation
(although not necessarily essential) is with many small compressible vapor bubbles in the water, thus
creating a frothed water blanket that reduces wall stresses. The containment vessel reprate and size can
be adjusted to obtain the desired dynamical water vapor chemistry at T = 900 to 1200 K and the desired
turbine pressure.

Power-Conversion System -- ablation and vaporization of the water blanket and direct steam conversion. The
vaporized water exits the fusion chamber through its vents and goes directly into metal-bladed turbines.
The plant thermal efficiency (70% of Carnot) is about 50%.

-- For every I GWe of electrical output, the plant energy and power flow are those described in
Table 2. We emphasize that the values shown in Table 2 are merely illustrative for one possible design, in
which the chamber contains <2.9 GJ every pulse, and the plant gross thermal power is <2.5 GW with
recycled power fractions of 17% or less. The optimum plant output power has not yet been established.

Table I Main Features of Hydro*Star
¯ Self-cleaning protected first wall
¯ I to 2-m-thick frothed-liquid water blanket
¯ Simplified chamber dynamics with increased target repetition rate
¯ Direct steam-boiler operation without intermediate heat exchangers
¯ Manageable tritium consumption and handling
¯ Plant thermal efficiency of N50%
¯ Either DPSSL or HI driver beams
¯ Lower risk, lower cost, and naturally safer

Steam collection cavity and
radial water-inlet system

(shown at sub-scale) J I Targetinject° r
~apor

To Turbines

Indirect-drive
Beam

First structural wall (metal)
(Radius ~ 5 meters)

I Indirect-driveBeam ]

Target firing
position

Water-Vapor I

Interface (~500 K)

Figure 1 Conceptual Layout of Hydro*Star.

Radially-compartmentalized
Frothed-Water Blanket

I to 2 meters thick
with vapor exit channels
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This concept has many unresolved and difficult design issues, which we will address below. The concept does have
many advantages, however, and Table 3 displays a partial list of these advantages.

Table 2 Energy and Power Flow in 1-GWe Hydro*Star at 0.826 Hz

Item

Driver reprate on target (Hz)
Driver internal reprate (Hz)
Assumed energy Eat on target (MJ)
Driver input power (MW)
Driver output power (MW)
Driver efficiency
Total number of driver beams on tarset
Driver total cost (B$)

Target fuel (DT-hot-spot i~nited)
Target gain G (DPSSL with FI)

Energy contained per pulse
including driver energy (MJ)

Chamber neutron multiplier
Gross thermal power (MW)
Plant thermal efficiency
Gross electric power (MW)

in chamber,

Fraction of gross electric power sent to auxiliary
equipment

Recycled power fraction
Recycled power (MW)

Net output Fower (MW)
Projected COE (cents/kWh)

DPSSL Driver
(calculated)

O.826
0.826

16.143
203.4

13.33
6.55%

1231.
9.425

DD
178.2

2,893.

1.05
2,508.0

0.50
1,254.0

4%

16.9 %
203.4

1,000.0
19.4

HI Driver
(estimated)

0.826
8.26

40.00
165.1
33.02
20%

(unknown)
(unknown)

DD

69.00
(assumed)

2,800.

1.05
2,427.3

0.50
1,213.7

4%

14.17 %
165.1

1,000.0

(unknown)

Table 3 Advantages of Hydro*Star

(1) Simple direct operation, with water vaporized directly by the fusion pulse and run directly
through turbines, just as in a simple steam engine.

(2) Use of a known blanket technology, based on steam.
(3) Reduced plant radioactivity because of less tritium and less induced neutron activation -- in

fact, the operation becomes nearly self-cleaning.
(4) High thermal efficiency (approximately 50% rather than the typical 35%) because of the direct

steam power conversion.
(5)

(6)
(7)

Increased structural wall lifetimes, because of the use of a thick water blanket and advanced
fusion fuels having reduced neutron fluences.

Higher plant availability factor because of the above advantages.
Capability for higher reprate operation, corresponding to larger plant output powers for the

same construction cost, because the interpulse period is no longer as restricted by vapor
condensation.

(8) Reduced risk for catastrophic accidents, because the basic blanket material is just water, which is
nontoxic, nonradioactive, nonflammable, safe for the environment, and operating at only
~100-120 C.
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MOTIVATION

Previous fusion-chamber designs have generally avoided the use of DD targets because such targets are difficult to
ignite and burn with a gain much less than that for DT targets. Use of DT targets, however, requires that the blanket
for the containment system have capabilities to absorb neutron energy and breed tritium. The latter requirement
severely constrains the available solid and liquid blanket materials, essentially to compounds of lithium. In liquid
form, these compounds (1) can have safety hazards due to flammability and/or chemical reactivity, (2) generally
require high pumping powers, (3)are usually arranged in complicated geometries, (4)typically introduce
uncertainties in their isochoric breakup and condensation, and (5) usually dictate low thermal efficiencies because 
their low vaporization temperatures. In solid form, the lithium compounds can be ceramics with which we have little
experience. In addition, the abundance of tritium for DT targets causes increased radioactivity problems, even though
the ICF concepts have reduced plant radioactivity and reduced safety risks when compared with other fusion or
fission concepts. Furthermore, use of DT reduces component lifetimes because of the large fluence of 14-MeV
neutrons.

We therefore chose to abandon the reliance on DT fuel. This decision removes the necessity to breed tritium, thereby
allowing a wide variety of blanket materials. The safest and cheapest material is probably water, which allows for
direct conversion of the ablated and vaporized blanket material through turbines (if the residual tritium level proves
to be manageable). We felt that the best configuration for a water blanket would be an annulus directly adjacent to the
containment wall and supported in a compartmental or wick substructure (and not a system of isolated fluid jets)
because:

(1) Interior jet structures may not break up as much as one might expect under isochoric neutron heating, so they
may not be an aid to condensation of vaporized blanket material to facilitate higher reprates, and definitely
introduce reprate constraints corresponding to the time to re-establish the jet structure after any shot;

(2) Jet structures involve greater complexity (higher risk) and greater pumping-power losses, and can introduce 
potentially serious reprate constraint due to splash;

(3) Solid interior annuli can be accelerated by ablation and/or vaporization pressures and cause serious impact
problems for first walls; and

(4) Unconstrained (unwicked) liquid flows at the containment wall at large radii generally involve very large 
volumes and hence large pumping-power expense if recycled using normal pumping methods.

Previous fusion-chamber designs have avoided operation of a containment vessel at pressures above roughly 0.01
Tort to allow the driver beams to propagate without significant attenuation through the ambient vapors preceding
any pulse. However, this requirement heavily constrains the containment concepts, so we chose to abandon this
requirement as well. Such a decision shifts the design burden from the multitude of problems associated with the
constrained containment concepts to two (serious!) problems associated with Hydro*Star, namely, (1) how to interface
the evacuated driver beam lines to the high-pressure fusion chamber, and (2) how to propagate the driver beams
through the high-pressure fusion-chamber gas.

Previous fusion-chamber designs have considered laser, HI, or light-ion drivers. Although Hydro*Star might
accommodate any of these drivers, we shall consider only HI and DPSSL drivers.

In addition, Hydro*Star is similar to the General Electric Boiling-Water fission system in the sense that the primary
heat-exchange fluid is transferred in the vapor state, not in the liquid or solid state. Consequently, Hydro*Star does
not need intermediate heat-exchange systems that lower plant thermal efficiency. Another benefit from using the
vaporized blanket material directly is that Hydro*Star is thereby free of reprate restrictions due to recombination
chemistry and condensation physics associated with trying to obtain a fusion-chamber pressure below 0.01 Torr prior
to the next driver pulse, as is required in most other designs. In addition, because the Hydro*Star fluid is water,
which has a low vaporization temperature, high Carnot efficiencies can be realized without invoking the use of
ceramics, which might prove to be costly and/or risky, especially for turbine blades.

ISSUES
There are many serious issues that must be addressed with this fusion-chamber concept. We discuss some below, and
request the help of readers in discovering others and in overcoming difficulties with those listed here.
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Target Gain & Driver Cost

The cost of the driver to ignite DD fuel targets is a serious issue because the driver energy for DD targets must be
substantially larger than for DT targets for the same target gain. Although the only way to establish the optimum
parameters for such things as the target gain and the driver efficiency is through a detailed cost analysis of all plant
systems, it is possible to determine approximate relationships through a simplified analysis as follows. Independent
of the fusion-chamber reprate (or the number of targets ignited simultaneously per driver pulse), the so-called fusion
cycle gain is

r/(G + 1)MGh 
0.96f

(1)

where 7/ is the driver efficiency, G is the target gain (G+I includes the driver energy), M is the blanket energy
multiplication factor (typically 1.15 for past blankets, but not yet calculated for water, so we conservatively use 1.05),
eth is the power-conversion thermal efficiency, f is the recirculated power fraction to run the driver, and the 0.96
assumes a 4% loss of gross electric power to operate auxiliary systems. For example, with M -- 1.05 and using f= 0.10,
we get ~/Geth = 10. Normally tth is about 0.35, so uG would be near 30. [Note that uG estimates do in fact proceed
from Eq. (1) and not from an economic analysis because fusion-chamber ("reactor") construction costs are not linearly

related to plant thermal power].1 As shown below, however, the Hydro*Star concept allows Cth = 0.50, so we desire

r/G = 20 (we probably need only half this, corresponding to anfof 20%). With a HI driver operated with storage rings
and a prepulse system as described below, we assume 7/= 0.20 so the target gain must be 50 to 100 to satisfy
simplified plant economics. We shall conservatively assume a gain of 70 including the HI driver energy itself (i.e.,
G+I = 70).

Current indications suggest that G is expected to be about 70 for both laser2 and heavy-ion3 targets that use DT fuel
and a driver energy of 5 to 10 MJ. Target gain is given by

G = MfuelETN~ (2)
Edr

where Mfuel is the mass of fusion fuel, ETN is the fusion energy released per unit mass (340 MJ/mg for DT; 347

MJ/mg for DD, assuming that all of the produced tritium and 3He burn; and 353 MJ/mg for D3He), ̄  is the fuel
burn-up fraction,

(3)

Edr is the energy of the driver, pAr is the compressed fuel column density, and t/,, is a fuel-dependent and burn-

temperature-dependent constant. For DT fuel, ~ is 6 g/cm2 for burn temperatures near 80 keV. For DD fuel, W is

about 60 g/cm2 for 80 keV, but 40 to 30 g/cm2 for 200 to 300 keV, respectively (see Fig. 2). Therefore, if DD and 

targets have the same fuel mass, the same pAr (e.g., about 3 g/cm2), and the same burn temperatures, then the gain
for a given driver energy should be a factor of 7 lower for the DD target [because the DT target has q~ = 3/(3 + 6)
while the DD target has ̄  = 3/(3 + 60)].

We need not accept such low gains for DD targets, however, for several reasons. First, although a DT reaction
produces 80% of its 340 GJ/g of yield in fast neutrons,

D + T ---> (3.5-MeV) a + (14.1-MeV)n (4)

a DD reaction produces only two-thirds of its 347 GJ/g of yield in fast particles

I



6D ~ (3.5-MeV) c~ + (3.6-MeV) 0~ + (2.45-MeV)n+

(14.1-MeV)n + (3.02-MeV)p + (14.7-MeV)p + 1.83 MeV (5)

assuming that the DD reactions are fully catalyzed (i.e., the tritium and 3He that are produced burn completely). 
can thus increase the size of the DD fuel mass, and the target would stop a significantly larger portion of the fusion
energy, thereby affording a higher burn temperature and a lower 7~in Eq. (3) (see Fig. 2). This would make the gains
for DT and DD targets for a given driver energy differ by less than a factor of 7. In addition, there are advanced
design concepts that allow DD target gains near 70, but for larger driver energies (i.e., larger ignition thresholds).

Target gain for standard designs scales with driver energy according to the old relationship 4 G = Edr1/2 or the more

current relationship 2 G -Edr, where the exponents on Edr in both relationships tend to decrease towards higher Edr;

however, G for advanced DD designs can have a completely different dependence. The correct dependence on Edr
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must be determined before we know how much to increase Edr to offset the lower gain expected for DD targets. We
estimate, however, that Edr must be less than the product of the 5 to 10 MJ estimated for Edr for standard designs and

the factor of 7 that would be dictated by G = Edr to make up the maximum factor of 7 difference in gain. For the

discussion here, we assume that Edr must be 40 MJ for the DD targets used with a HI driver.
Figure 2: Y in Eq. (3) as a function offuel burn temperature.

For a DPSSL driver using fast ignition s (FI), we have chosen an old DT gain curve via Ref. asGDT= 400 Edr0’4 and
scaled this by Eqs. (2) and (3) to get the DD gain curve GDD = GDT * (347/340)*[(gAr+5.Sg/cm2)/(gAr+60 g/cm2)]. FI is
a speculative target-ignition scheme with many unresolved issues, especially the overall gain curve, so the gains used
here are merely illustrative. FI employs a capsule compression (with most any driver) that is less sophisticated than
the standard compression, which attempts to achieve a central hot spot in the fuel. The modest compression is
followed by a -200-ps 10a8 W/cm2 laser pulse to "channel" through the ablated corona to any part of the compressed
fuel, and then a ~30-ps 1020 W/cmz laser pulse to ignite the fuel through the channel.

The construction cost of a HI driver scales typically as Edr0.4, according to Bangerter.3 According to this scaling, a 40-

MJ driver would cost 2.5 times more than a 4-MJ driver. Although it is possible that driver costs might be reduced to
accommodate such an increase, it is more advantageous to be creative and try to keep the cost near the 4-MJ-driver
level. One way to do this is to reprate the 4-MJ driver at 10 times the reprate of the fusion chamber, with the pulses
being stored in suitable storage rings at the end of the driver chain, and then delivered simultaneously to one target.
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Assuming that the cost of the storage apparatus is much less than the cost of increasing the energy of the whole

driver, the cost scales much less than Edr0"4, and Eq. (1) is unaffected. Further cost studies are necessary to see if such

tricks are viable. We will assume here that they are.

The situation becomes even more tricky, if not impossible, for D3He fuel. Such fuel is even harder to light (the fusion

and Bremsstrahlung rates are equal for temperatures of 4.5 keV for DT, 16 keV for DD, but 38 keV for D3He). In

addition, the cost of 3He is prohibitive (very limited quantities exist naturally on the earth). We therefore chose to use

DD fuel. Nevertheless, D3He has a similar Q value

D + He 3 ___> (3.6-MeV)o~ + (14.7-MeV)p +, (6)

and a similar ETN (353 MJ/mg); moreover, D3He has nearly 100% of the fusion release in charged particles (some 

fusion occurs) and has a slightly higher gain than DD at burn temperatures above about 50 keV [see Fig. 2 and Eq.

(3)]. Use of D3He thus does have advantages (e.g., requiring a thinner blanket), so D3He should be considered
whenever it becomes more available. However, Tabak14 has shown that a 14-MeV neutron from a DT hot spot, which
can be used to light D3He, can convert a 3He to T which then reacts with a D, thus making most of the yield from
D3He targets arise from DT reactions. Careful calculations of yield products are therefore required.

The cost of targets must also be considered in detail. If advanced DD target designs are required to keep the driver
cost acceptable, and we think that they are, there is a serious question whether the advanced target designs can be
fabricated at economical cost. Further studies of the target fabrication facility are required.

Wick Operation & Splash

What we designate here as the wick is either a compartmental substructuring of the blanket’s water inlets, much like a
honeycomb with each compartment having its own water inlet, or an actual wick substructure relying on capillary
action. In either case, the purpose is to restrict any free flow of the blanket water under the pull of gravity, thereby
avoiding high-volume flows and hence high pumping-power losses. Although design studies are needed to
determine whether compartmental substructures are viable, we will assume that they are not, and consider just wick-
type substructures.

There are serious questions relating to the wick composition, its mechanical stability, and its lifetime. The water
blanket must be supplied with pressurized water throughout its spherical contact with the main containment wall to
offset the outward pressure caused by (1) shock impact of the target fireball with the blanket, and perhaps also 
(2) some x-ray ablation of the inner surface of the water. The fireball is a hot interior gas region produced because the
ambient water vapor is opaque to all of the x rays and most of the charged particles emitted from the target.
Expansion of this hot region creates a spherical shock wave much like that from an explosion of HE in the
atmosphere. The shock travels outward in the ambient fusion-chamber vapors and impacts the blanket creating an
impulse that pressurizes the water. In addition, the isochoric heating from the faster charged particles and the
neutrons will cause vibrational loads as the water continually releases its stress due to sudden temperature rises.
These temperature rises may be only a few degrees K or less at radii of several meters, but would be larger for smaller
fusion chambers. Under all of these conditions, it is not clear that a wick can be designed to support the water mass
and not deteriorate due to fatigue and/or radiation exposure. Moreover, it is not clear how much (if any) of the inner
surface of the wick would ever be exposed to x rays or extremes temperatures, and thereby be eroded, reducing its
lifetime.

In addition, it is desirable (but not necessarily essential) to have compressible voids in the blanket to reduce the shock
pressures transmitted to the structural wall. Voids might be fabricated into the wick material; although this option
might seriously constrain the wick design and/or materials available. Voids might alternatively be introduced either
by operating the blanket in a two-phase vapor-liquid realm or by frothing the water upon its entry into the blanket. A
future investigation should address whether frothing is viable and just how it might be accomplished. Frothing is not
essential, however, even though it is advantageous, because shocks formed in the water will decay rapidly over the
first several millimeters of transit toward the structural wall to a pressure level corresponding to the yield strength for
uni-axial strain. Such pressures should be below the spallation threshold for the wall material, even when we



consider the shock coupling from the water into the structural wall. However, disruption of the blanket due to shock
reflections at the water-wall interface may be an issue, so we must consider such a possibility in future investigations.

The water throughput at 50% thermal efficiency is 0.56 cm/s per GW of plant electrical power, if the inner water
surface is at a radius of 3 m and we ignore energy used to dissociate or ionize the vapor (see below). The wick
structure must allow for this throughput under continuous operation, but must also accommodate some startup
procedure.

Whether there will be water splash to impede the delivery of driver beams for the next pulse is a question needing
further study. We assume here that the presence of the wick structure will stabilize the water enough to avoid
oscillations that might disrupt the spherical nature of the inner surface and lead to ablative forces or shock impacts
that would cause splash. A design with a water annulus at the structural wall is certainly less prone to splash than a
design with jets or interior annuli; the question is whether splash is avoided or reduced to a manageable level.

Containment Vessel Vapor Dynamics and Chemistry

For either driver, each pulse produces -2800 MJ of fusion energy. Because roughly 1/3 of the output is in high-energy
neutrons according to Eq. (5), we assume that about two-thirds or 1870 MJ is contained in the spherical volume
interior to the water blanket, and that this energy acts to vaporize, dissociate, and ionize water every pulse. Because it
takes about 3.7 MJ/kg to vaporize water at 100 C and raise its temperature to 900 to 1200 K, 53 MJ/kg to dissociate
water completely, and 220 MJ/kg to ionize water once, one might expect the sum or 277 MJ/kg to represent the net
expenditure to remove water from the blanket. This is not true, however, because the ionization and dissociation
states merely store the energy until it can be transferred to the first wall (the water). Thus, each fusion pulse releases
enough energy to vaporize roughly 1870/3.7 --- 500 kg of water (i.e., a 4.4-mm thickness at a radius of 3 m). This mass

of water in a 3-m-radius cavity produces a density about 3 times atmospheric density (i.e., about 4.4 kg/m3 = 4.4 x

10-3 g/cm3, or 1.5 to 4.5 x 1020 particles/cm3, the latter value applying if the vapor is H, H, O). The column density

of this vapor along a 3-m radius is 1.3 g/cm2, and the pressure is about 2040T Pascal (i.e., about 22 atm for T 

1100 K). The mean free path of neutrons in water is about 11 g/cm2 at 2 MeV and 20 g/cm2 at 14 MeV. Thus, the

vapor will not stop the neutrons. The range of protons in water is 0.015 g/cm2 at 3 MeV and 0.22 g/cm2 at 14 MeV.
Thus, the vapor (and possibly even the target) will stop most of the protons. The vapor will certainly absorb the
x rays, but possible resonance re-emission of the x rays and line transport through the vapor might make the vapor
effectively transparent to the x rays at microsecond time scales.

A fusion pulse in Hydro*Star is therefore quite different than in an evacuated fusion chamber, in several respects.
First, only about 1/3 of the energy is transported to the blanket in the form of neutrons, not the usual 60 to 80%. This
reduces neutron fluences and extends component lifetimes. Second, the near-target absorption of the x rays, target
debris, and proton emissions will produce a fireball that transports energy to the blanket primarily through a shock
wave (although there may be some radiation too). This makes the Hydro*Star explosion similar to the explosion 
TNT in the atmosphere. Although there is more experience with this kind of explosion, it definitely creates more
difficulty in trying to contain the fusion processes, which are thereby more hydrodynamic in nature rather than
radiative. Third, it is not clear just how much x-ray ablation of the surface of the water will occur. If resonance line
transport is not significant, x-ray ablation will be significantly suppressed. Fourth, the ambient state of the fusion
chamber is one at high pressure, not the usual 0.01 Torr or less. Nevertheless, the exact dynamics occurring inside
Hydro*Star are currently not well known and must be determined through future investigation.

In any case, the end result of every pulse is to vaporize some water and to raise its temperature to one to tens of eV,
thereby ionizing and dissociating the water. This hot vapor then cools by vaporizing more water until the rate of heat
conduction through the water blanket can match the heat-transfer rate from the vapor. The vapor then cools by
blanket heat conduction until reaching the boiling temperature of the water at the ambient pressure. During such
cooling, which occurs on a time scale near 1 ms, the energies stored in ionization and dissociation are released
through recombination, thereby delaying the cooling. If cooling below the boiling temperature were allowed,
condensation would occur.

The vapor that exits the containment vessel through the vents therefore has a composition that depends on its
temperature, and therefore on its pressure, but also on the residence time at that temperature. Initially, when very



hot, the vapor species include ionized elements and the dissociated species H, H2, O, 02, OH, along with H20. Water

above 3300 K is fully dissociated, while H and O below 800 K will not combine without a catalyst or a flame source.6

Thus, dissociated hydrogen and oxygen between 800 K and 3300 K will burn depending on the time spent at these
temperatures, with a typical burn delay time of perhaps 2 ms. Thus, at any particular temperature, a kinetics
computer code must be used to establish the constituents.

The operating temperature (and pressure) of the vapor exiting the fusion chamber through its vents must be chosen
with several constraints in mind:

(1) The primary constituent of the vapor entering the turbines should be steam, not an explosive mixture of
H2 and 02.

(2) The temperature should not exceed about 1200 K, or ceramic turbine blades are required, and cost and
risk would thereby increase. The current upper limit to avoid materials problems for the turbines is in
fact about 900 K, but some materials development can be expected.

(3) The steam temperature Thot and turbine pressure should both be as high as possible to increase plant

thermal efficiency eth, which is the product of the turbine efficiency etb and the Carnot efficiency:

Thot- Tcold
Eth .= Etb (7)

Thot

(4)

(5)

We assume that the thermal dump temperature Tcold is near 300 K, so the Carnot efficiency is near 70%.

For standard steam turbines, which currently operate at 2000 psig (136 atm) with a maximum of 5000

psig (340 atm),7 the turbine efficiency is composed of a mechanical efficiency above 90% and an
electrical-conversion efficiency near 75%, thus making etb approximately 70%. Because Hydro*Star

operates at only tens of atm, we must determine by how much etb is reduced below 70% by having the

less efficient turbine operation at the lower pressures. For sure, plant operation (reprate and venting)
must be arranged to maximize turbine pressure and not let the chamber pressure drop significantly
between pulses (as it otherwise would tend to do).
The steam temperature must not be so high that turbine maintenance decreases the plant availability
factor. Current operating temperatures for standard steam turbines for high availabilities are 1000 to

1050 F (8i0 to 840 K), with a maximum of 1150 F (900 7 What ran ge will be appropriate in thefuture is
unknown.
The energy required for the prepulse system to prepare a path for the heavy ions can not be large
compared with the 40 MJ required by the target, or significant cost could be added to the driver systems.
The prepulse energy increases for larger fusion-chamber pressures because larger pressures increase the
ambient mass in the beam paths. The prepulse energy also increases for higher ambient temperatures
because even higher channel temperatures are required to cause expansions to obtain the channel
densities that will permit efficient beam propagation.

With these constraints, it appears as though the maximum steam temperature should be 900 to 1200 K, with 1000 to
1100 K being preferred if we allow for some future materials development. It is for this reason that we have specified

the internal chamber pressure to be about 20 atm, in which case the chamber vapor is 0.44 g/cm2 thick per meter of
length. We have not yet run a kinetics code to understand the chemistry at these conditions, but it is extremely likely
that such vapor, after transit to the turbines, will not contain hydrogen gas or oxygen gas unless these species have
formed unmixed pockets. Issues include (1) the likelihood of fractionation into 2 and 02 at b ends in t he vent pipes

and (2) the necessity for using catalysts in the steam pipes to ensure a strict H20 composition.

Another issue is whether the pressure pulses associated with the fusion explosions can be smoothed out enough as
seen at the turbines. We don’t know how much pressure variation the turbines can withstand.

Pressure Barriers at Fusion chamber Ports

Because beam pipes for a HI accelerator, a laser driver, and a target-injection accelerator normally operate at vacuum,
while the fusion chamber in Hydro*Star operates at a pressure of tens of atmospheres, there are very serious interface

l ,



difficulties at the ports where these beam pipes connect to the fusion chamber. Not only do the ports have to separate
the high-pressure and vacuum environments, but they also must allow for a path through the water blanket, with all
essential apparatus appropriately shielded with non-activating materials. The design of the ports therefore becomes
very difficult.

Because the design of the target-injection accelerator is unknown, we must leave the formidable task of its port design
to future studies. The simplest case may be for the injector to operate through the same ports used by the driver
beams, but this is far from obvious if we consider the interface difficulties that would result.

For each driver beam port, it may be possible to use a solid barrier with a hole whose size (3 mm) is slightly larger
than the focused spot size of the accelerator system (2 mm). Downstream of this barrier, a series of expansion
subchambers between baffles immersed in the water blanket should rapidly reduce the steam from the fusion
chamber to a moderate pressure (significantly below I atm?) provided the subchambers can condense the steam
rapidly enough to permit large Prandtl-Meyer expansion angles of the steam entering each subchamber. Studies must
be conducted to optimize the design of such baffled subchambers, and ensure the desired thermal-transfer rates to the
surrounding 100 C water. Differential pumping (e.g., a series of Roots blowers, to avoid water getting in the pump
oil) could then be considered immediately upstream of the beam-entrance barrier in an expansion chamber (not
shown in Fig. 1) to form the isolation of the moderate pressure from the beam-tube vacuum.

The differential pumping capacity required can be estimated by assuming that the baffle system reduces the pressure
only to 1 atm (760 Torr), and computing the conductance C of a 1.5-m-long pipe with a 3-mm diameter. The
conductance is given by

C- A2p - 5305 [A(m2)]2 P(Torr) (8) ~11
liters/second

8n’rlvL rlv( Pa . s)L(m)

where the pipe area is A, P = 760 Torr, the pipe length is L = 1.5 m, and the steam viscosity is 77V = 1.4x10-5 Pa-s. The

conductance is then 10 l/s, so at 760 Torr, the pumping capacity required is 7.6x103 Torr-1/s. State-of-the-art oil
pumps have a capacity 10 to 100 times this value, and the Nova Roots blowers had a capacity 10 times this value. In
addition, the baffle system is likely to reduce the pressure well below I atm; moreover, the conductance of the system
will be much less than 10 1/s if sonic choked flow is established. In short, the required pumping capacity seems to be
well within capabilities, but more study is required to determine more accurate pumping parameters.

These techniques to couple vacuum lines with the chamber would require that the beam be focused before arriving at
the outside of the fusion chamber, and be propagated for roughly 5 m of pathlength at its focused state inside the
ionized channel formed inside the entrance port and into the fusion chamber. We do not know if it is possible to
transport a HI beam in such a manner, but such transport is undoubtedly easier to accomplish for a laser beam. In
addition, the prepulse system must somehow be interfaced to operate through this same hole, and all holes must be
operated so that they do not ice shut. Moreover, we must worry about the effects of the shock that travels up the
baffled system following each fusion pulse, and the rate of erosion of the first upstream 3-ram orifice. These issues
have not been addressed for a laser beam as well, so we view these difficulties as some of the most severe in
attempting to establish the viability of Hydro*Star.

Driver Beam Propagation Through Ambient Vapor

According to current understanding,3 heavy ions (Z > 50, A > 130) can propagate through ionized channels if 
consider the following constraints on the ambient fusion-chamber vapors:

(1) The ion number density in the ionized channel must be larger than about 3x1016 cm-3 to suppress micro-
instabilities in a neutralized beam (two-stream, hose-type, et cetera), but ballistic propagation without

significant charge stripping requires number densities less than 1011 cm-3.

(2) The column density of the channel must be small in comparison with the ion range (which is usually

selected to be about 0.1 g/cm2). That is, the column density of the channel must not be so large that
collisional dE/dx losses are comparable to the beam energy.
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(3) The column density (i.e., radiation length) of the channel.must not be so high that beam emittence 
seriously degraded by multiple Coulomb scattering of the ions in the channel.

(4) The channel densities must not be so large that the propagation of the HI beam causes significant ohmic
losses in the channel from return currents flowing in response to the induced electric fields.

Even though any discussion of beam instabilities other than the limit imposed by (1) above is outside the scope of this
report, more study of beam instabilities is required. Item (4) is also outside the scope o.f this report. The net result 

all of the above constraints for a HI beam, as assessed in 1981,8 is to expect suitable transport over lengths of <10m for

pressures less than 10-3 Torr or perhaps in a window from 0.1 to 1 Torr, all at 273 K.

The assumption here is that a prepulse system, composed of an electron, (10-1am?) laser, or HI beam, can blast its way
through the ambient fusion-chamber vapors and create the desired ionized channel. The ability to use such a prepulse
system depends on many issues, including the following:

(1) How to interface the prepulse system with the HI system prior to entering the HI beam ports on the
fusion chamber.

(2) How to focus the prepulse system on the target.
(3) How much energy is lost in coupling the prepulse beam to the water vapor.
(4) How much energy is required to prepare a channel having a suitable density and ionization level.
(5) How much time is required to expand the ambient channel to obtain the required channel densities.
(6) How much energy is lost because of radiation from the hot channel.
(7) How much damage, if any, is done to the target by the prepulse beams.

The energy loss in using a prepulse can be estimated by calculating the amount of energy required to completely
dissociate, nearly completely ionize, and heat up each prepulse channel so that expansion of the channel would

produce an acceptable ion density, say, 5x1016 ions/cm3. If we assume that the channel diameter is 3 mm with length

5 m, the channel mass is 4.7x10"4 kg. Dissociation requires 53 MJ/kg or 0.025 MJ per channel, and complete ionization
requires 6720 MJ/kg. or 3.2 MJ per channel (but ionization of all levels except the last 739-eV oxygen level requires
only 40% of this or 1.3 MJ per channel). If we assume the heated channel will expand adiabatically, we need to heat
the vapor to a temperature that scales with the 2/3 power of the number density (assuming a specific heat ratio ? 

5/3). If 5x1016 i’ons/cm3 is acceptable, then we need to heat the vapor to roughly 1000(4.5x1020/5x1016)2/3 = 4.3x105
K = 37 eV, which requires about 1.7 MJ per channel. Thus, each channel can be prepared with a minimum energy of
only 3 MJ. This analysis ignores any radiation losses, and assumes that enough time is available for the heated
channel to expand. Of course, half of the prepulse beam energy is recoverable with a plant thermal efficiency of 0.50.

Collisional dE/dx losses of the heavy ions in the ionized channel are the most restrictive. Such losses are best

discussed in terms of the range of the heavy ions, which is usually chosen to be near 0.1 g/cm2. If this were the case,

we would desire a channel length less than 0.01 g/cm2. Because each 5-molength channel is 2.2 g/cm2, the prepulse

would’have to expand the channel cylindrically by at least a factor of (220)2, thereby reducing the ion density from

4.5x1020 to less than 9.3x1015 cm-3. Because we assume that beam micro-instabilities may become bothersome below

a few times 1016 cm-3, some tradeoff may be necessary between the beam total range and the channel ion density.

Degradation of beam emittence because of multiple Coulomb scatterings of the heavy ions off water-vapor nuclei
depends on how the product of the beam size.(2 ram) and the rms scattering angle compares to the beam emittence 

typically 2 mm mrad.3 The multiple Coulomb scattering angle in mrad is9

x i1+11og 0/s61g =aX/1O - 14.1 MeV/c ZinA/-6.1"V3
g/cm2 (9)

where p is the beam momentum in GeV/c, ]3 is the ratio of beam speed to the speed of light, Zin is the charge of the

beam, x is the column density of the channel in g/cm2, and 36.1 g/cm2 is the radiation length for water. If we assume

that Zin is about 70 and that p]3 is about 20 GeV/c, then 0 is 1.0 mrad when x is 0.035 g/cm2 and 0.1 mrad when x is

6.6x10-4 g/cm2. For a 5-m length channel, these values correspond to vapor densities of 7.0x10-5 g/cm3 (7.0x1018
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ions/cm3) and 1.3x10-6 g/cm3 (1.3x1017 ions/cm3). Therefore, because the scattering contribution adds to the beam
emittence in quadrature, multiple Coulomb scattering will not significantly degrade the beam if the channel ion

density is less than 1017 to 1018 ions/cm3. Consequently, ionizational dE/dx losses are more restrictive than
scattering losses.

For the discussion here, we will assume that HI prepulsing is feasible, preferably using the HI beam system itself, and

that the required channel density is 5x1016 ions/cm3. The parameters required for a laser pre-pulse system must be
addressed in a future study, but we beheve that pre-pulsing may be more easily accomplished for a laser beam than
for a HI beam because higher residual chamber gas densities can be permitted for laser propagation.

Target Injection Through Ambient Vapor

Target injection into a chamber operating at about 20 atm has not been studied, and must therefore be addressed.
Issues include (1) thermal control for cryogenic targets, (2) deflective instabilities in propagation through a possibly
turbulent ambient vapor, (3)interface of the injector to the fusion chamber, (4)deceleration of the target 
propagating through the fusion chamber, and (5) suitable alignment and tracking techniques.

An estimate of the problems to be encountered because of the deceleration of the target after injection can be obtained

by computing the terminal velocity of a target injected vertically using gravity. The terminal velocity is!0

FT = 2r2g(ptg -- P.p)
(10)

9rL
where r is the radius of the target (let’s assume it is 1 cm), g is the acceleration due to gravity (980 cm/s2), Ptg is 

effective target density (let’s assume 0.1 g/cm3), Pvp is the vapor density (4.4x10-3 g/cm3), and 7/v is the viscosity of

the vapor (about 1.4x10-4 g/cm s). With these assumptions, the terminal velocity is 1.6 m/ms. Thus, deceleration is
expected to be an issue, but not a significant issue.

Neutron Shielding for Driver Beam Ports and Vent Tubes

There is no problem introducing a bend at the last HI focusing magnet so that upstream driver components are not in
a direct line-of-sight to the target. Nevertheless, neutron scattering can result in leakage of neutrons along escape
paths (vent tubes, beam ports). Therefore, port designs must attempt to minimize this leakage through adequate
additional shielding, and must account for the possibility of reduced lifetimes of components exposed to the neutron
fluence. Optimum design of such additional shielding is straight forward, but nontrivial. Similar comments apply for
a laser driver.

First Wall Stresses

The possibility of high structural wall stresses is a serious problem for Hydro*Star. The fusion yield per target is 2.8
GJ, or 2/3 ton TNT-equivalent. This is up to 3 times more than planned for the LLNL LMF chamber. The fact that the
explosion occurs at a pressure of about 20 arm makes the stresses even higher, because the transfer of energy from the
target to the blanket (and finally to the wall) is primarily through hydrodynamic shocks, not radiation. However, the
shocks are attenuated considerably by propagation through the water vapor because complete dissociation of water
requires 53 MJ/kg, and complete first ionization requires 220 MJ/kg, and up to 500 kg of ambient vapor is produced
in the chamber prior to venting. Nevertheless, similar dissociation and ionization energies apply for air (e.g., 33.8
MJ/kg to dissociate nitrogen, 100 MJ/kg to first-ionize nitrogen), and experience from explosions in air suggest that
high stresses may be involved. In any case, we know of no calculations of the shocks transferred to a blanket at
conditions anywhere near those applicable here, so calculations must be forthcoming.

If the blanket can be operated with vapor bubbles introduced in whatever manner possible, the structural wall

stresses will probably be well within structural limits for chamber radii exceeding roughly 3 m.ll The worst case
possible is thus a water blanket without any bubbles. For such a system, the momentum impulse transferred to the
structural wall is actually less than produced through shock impact at the inner surface of the water, because of the
increase in area of the structural wall. The impulse on the structural wall increases as the inner radius of the water is



decreased, and would become intolerable at some radius that is dependent on target yield. However, radii larger than
about 3 m should be sufficient to reduce all stresses to a manageable level because shocks attenuate to the uni-axial-
strain levels before traveling I cm in most liquid and solid materials. Although interior post-fusion pressures do rise
briefly to very high values, no acceleration of the water annulus is possible, as there would be for interior annuli or jet
structures.

Another serious problem is the potential for stress corrosion cracking at welds in the structural wall. Because of
experience with G.E.’s boiling water (fission) reactor, it was discovered that chloride (and molybdenum, etc.) 
originally at low concentration (parts per billion levels) slowly increase in water that is being vaporized until the
conductivity allows carbon to be extracted from the heat-affected zones near the welds in a structural wall composed
of ordinary steels. The carbon then reacts with the chromium, and the chromium removal leads to corrosion.
However, they discovered that use of low-carbon steels (series 300 steels with carbon less than 0.04 ppb) prevents the
occurrence of this problem. Therefore, Hydro*Star must use such low-carbon steels for any surfaces in contact with
the water being vaporized in the fusion chamber to avoid the stress-corrosion cracking problems. With use of such
steels, stress-corrosion cracking should not be a problem.

Blanket Purity &Waste-Stream Cleanup

Radiological management and waste-stream cleanup for the water blanket involves serious issues, not from the water

itself, but from contaminants added to the water. The induced activity in the water itself arises primarily though 14C

production off 170 via 170(n,0~)14C. We have not yet estimated the induced activity from this process, but we don’t
expect it to present a serious problem.

For a plant output power P, unburned tritium will get into the water from the fuel targets at a rate
P +;9 (1 DTRT = - -DT turin-if3 <11)

~hMETN~DD

This yields about 1/50 mg/s (0.2 Ci/s) for P = 1 GW, f = 0.10, Eth = 0.50, ETN = 347 MJ/mg, q~DD = 0.20, q~DT = 0.33,

and fuel mass ratio mDT/mDD = 1/1000 (which is only approximate). There may also be some tritium produced 

the DD reactions that does not burn, and if so, the tritium buildup could be faster than 0.2 Ci/s.

A blanket 1.5 m thick at a chamber radius R = 4 m has a mass of 300 metric tons (300 m3), which we will double to 600

metric tons (600 3) t o account f or s torage a nd piping v olume. Tritiated w ater i s hazardous to humans only i f
ingested, because it emits a positron that is easily stopped by clothing et cetera. According to 10CFR20 (Appendix B,

Table II, Col. 2), tritiated water is safe to spill directly on the ground at a concentration less than 3 x 10-3 Ci/m3. At
0.2 Ci/s, this concentration is reached after only 9 seconds of equivalent averaged operation. Tritium extraction
facilities are therefore necessary. The current planning for the LLNL LMF design is to purify the LMF waste stream

only to 1 Ci/m3, and this concentration is reached in Hydro*Star after 50 minutes of operation. Methods to extract the
tritium for reuse in the targets must of course be developed, and the level to which the tritium should be extracted
with such methods must be determined from future investigation. Containment of the tritium in water, however, is
not only the safest from the standpoint of a biological hazard, but the easiest for processing.

Of greater concern is the radioactive target debris that will end up in the water. The full impact of this debris must
await a description of the target, but about 100 metric tons of substance per gram of target material must be processed
per year of plant operation. If some of this is activated and/or toxic, considerable expense could be involved in waste-
stream processing.

Another potential problem that cannot be ignored is the buildup of contaminants in the water because they are left
behind when the water evaporates, as discussed for stress-corrosion cracking in boiling-water reactors in the section
above on first-wall stresses. For Hydro*Star, we need to assess whether such buildup is an issue, or whether
recirculation of the water will prevent buildup. We also need to establish whether the surface of the blanket is
exposed to x rays, and if so, whether the contaminants would also be vaporized, thereby excluding the contaminant
issue as a problem for Hydro*Star.

I



Vent and Steam Piping

The interface of the steam vents with the fusion chamber must allow for adequate neutron and x-ray shielding of
piping and exterior components. In particular, the vents must not be an avenue for the escape of neutrons otherwise
contained within the blanket. There should be no problem, however, with the operating temperature being 900 K and
the operating pressure being tens of atm because standard steam turbines operate at this temperature and well above

this pressure (e.g., 1000-2000 psig = 68 to 136 atm typically and 5000 psig = 340 atm maximum).7 Nevertheless, there
could be problems with oxygen corrosion or problems similar to the stress-corrosion cracking difficulties discussed
above.

Radioactivity In & Maintenance Of the Turbines

Because hydrogen tends to be absorbed by various materials and can cause embrittlement, it is generally not good to
operate turbines with hydrogen. It is also not good to have the turbines operating with a mixture of H2 and 02, which

may be explosive. Thus, it would be best if the chamber effluent were merely steam upon entering the turbines.
Because tritium will be present, some tritium will likely penetrate the turbine blades and require personnel to be
suited up during normal turbine maintenance. Although it might be nice to avoid such procedures, there would be no
serious threat to personnel as a result of such tritium buildup in the turbines. It might even be possible to flush the
turbines with water or some other substance and remove part of the tritium, but other radioactive debris can probably
be removed with such procedures more easily than forms of hydrogen. Nevertheless, we do not view the tritium
buildup as a problem serious enough to warrant the introduction of a heat exchanger, which would significantly
reduce thermal efficiency.

Turbine Temperature & Plant Availability

The standard operating temperatures for steam turbines is approximately 625 C = 900 K, although state-of-the-art
turbines operate near 1000 K. The higher the turbine temperature, the lower the plant availability because of down
time to fix turbine components. Therefore, after making allowance for future improvements in turbine design, a
systems study must be conducted to determine the tradeoff between higher operating temperatures at the turbine to
obtain high plant thermal efficiencies and the desire to maintain high plant availability.

Tritium Breeding vs Purchase of Tritium

Only 1/3 of the tritium need be purchased, after tritiated-water recycling begins, and at 0.01 mg/s, this amounts to
only 315 grams (1.3 liter) per year of operation. Because the cost of tritium is roughly $10,000.00 per gram, the cost 
the tritium is $3 million per year. Although this is only about 1% of the gross electricity sales, it is non-negligible. We
should therefore study whether some form of breeding is possible in the water. For instance, LiH or some other
compound of lithium might be acceptable if it can be dissolved in the water, and if it does not disrupt the
vaporization of the water at the blanket or the condensation of the vapor in the turbines and final heat exchanger, and
if it does not cause buildup problems as discussed in the section above on First Wall Stresses. Further investigation is
required.

Startup Procedures

Because the water blanket in Hydro*Star is stabilized dynamically, with the input flow balanced by fusion
vaporization, the blanket must be gradually established upon plant startup after any down time. Future studies must
address how this can best be accomplished, and to establish the necessary procedures.

HYDRO*STAR REPRATE
Because Hydro*Star operates by not condensing the vaporized blanket material, contrary to other designs, the reprate
of the facility is not as constrained by the time to cool and condense the vaporized wall materials (and its risk is not as
affected by the current uncertainties in the physics of condensation). A future study must therefore be conducted to
determine what else will limit the reprate. It may be the energy needed to clear channels for the driver beams, because
higher reprates correspond to higher chamber pressures (at a given chamber radius). In any case, because the reprate
can be increased significantly relative to other ICF fusion-chamber designs, detailed studies are required to determine
how much the projected cost of electricity (COE) can be reduced by higher reprate operation. Specifically, previously

published generic estimates12 showing that the COE is minimum for reprates of 25 to 30 Hz cannot be used for
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Hydro*Star because of the detailed nonlinear nature of a real driver, especially for a DPSSL. Besides, the generic case
has a very broad minimum in which the COE at 5 to 10 Hz is only about 5 to 10% higher than at 25 to 30 Hz. In
addition, as can be ascertained from the current rise in costs of producing electricity and the results of the next
section, just about any reasonable reprate is acceptable for Hydro*Star.

Therefore, the reprate of Hydro*Star can be determined from the consideration of several critical factors. First, the
reprate must be fast enough to avoid gravitational distortion of the inner surface of the water blanket. Hydro*Star can
hence be reprated as fast as is needed to keep the blanket operation within acceptable requirements. Second, the
desired dynamical water-vapor chemistry must be compatible with turbine operation in addition to the vapor
pressure and temperature. These dynamical parameters change with reprate. Third, the size of the plant might be
affected by fusion economics, especially the desire of utility companies for a certain size of plant. The optimum
overall reprate can be determined based on factors such as these.

COST OF ELECTRICITY (COE)

We report here the results of an initial study of how COE and plant size can vary with reprate for the case of a DPSSL
driver. For this purpose, we started by assuming that the reprate for a plant with 1 GWe net electrical output would
be identical to that required for the HI plant having the features assumed in this report. Thus, for Hydro*Star, every
0.826 Hz correspondsto 1 GWe of electrical power. We hence doubled this basic reprate to obtain a 2-GWe plant,
tripled it for a 3-GWe plant, and so forth. Figure 3 displays the results, as obtained using our DPSSL*IFE systems code
with COE in constant 1991 dollars. 13 Note that COEs between 4 and 20 c/kWh are obtainable for plant sizes of up 10
GWe for laser efficiencies of 6 to 9%. All cases have 1200 to 1400 laser beams. For 1 GWe, it is interesting to note that
the simple analysis given by Eq. (1) incorrectly indicates a target gain of 168 and a recycled power fraction of 11.8%
for a driver energy of 16.1 MJ.

In contrast to the results in Fig. 3, note that if reprate and driver energy are allowed to vary independently, the
minimum COE for 1 GWe occurs for a reprate of 3 Hz, a 30% recycled power fraction, a target gain G of 63, and a
COE of 14 c/kWh. With this same type of freedom, but using completely DT fuel, the minimum COE of 7 c/kWh
occurs at 3 Hz with only 192 beams. Thus, the results depend on the constraints and the way the optimum is
obtained.
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Figure 3 Variation of COE and other plant features with reprate for a DPSSL plantunder the assumption of 0.826 Hz per GWe of
plant net output power
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CONCLUSIONS

We have described a new IFE fusion-chamber system called Hydro*Star that uses DD targets ignited with DT hot
spots, and have described a multitude of physics and engineering issues that must be addressed before Hydro*Star
can be considered to be a viable concept. Nevertheless, Hydro*Star has so many significant advantages over other IFE
chamber concepts that it seems worthwhile to pursue the additional studies that will address these and other
concerns. The result would be a much safer fusion plant with greater appeal to the general public because the main
fluid used is simply hot water, which is of course nontoxic, nonradioactive, nonflammable, and safe for the
environment.

This work was performed under the auspices of the U.S. Department of Energy by the University of California,
Lawrence Livermore National Laboratory under contract W-7405-Eng-48.
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3. LASER OPTICS AND MATERIALS
RESEARCH ACTIVITY HIGHLIGHTS

LS&T Improves CO. -Laser
Treatment of NIF Final Optics

A limitation to the performance of high-flu-
ence laser systems is the growth of small dam-
age sites on exposure to subsequent laser
pulses. Even state-of-the-art production meth-
ods yield a small number of initiator sites that
would be expected to grow on exposure to high
fluence. Previous work has shown that treat-
ment with a CO2 laser can prevent damage
from growing.

The CO2-1aser treatment process has been
improved, and significant steps have been tak-
en towards implementing the technique in a
production facility (Figure 1). The key to the

Figure 1. The Phoenix conditioning and mitigation
faciiity.

improvement is the minimal-vaporization tech-
nique applied to small initiators before they
experience significant growth. A low-power
(-2.5 W CW), tightly focused (-125 
diameter) CO2 laser beam, with an exposure
time of -10 ms, has been used to treat these
small initiators. The resulting pit is only -75

mm diameter and 1 mm deep. These treated
sites do not grow further when exposed to 350-
nm pulses at -14 J/cm2 and a few ns duration.

Treatment of optical damage with a CO2
laser is expected to play a central role in the
life cycle of National Ignition Facility (NIF)
fused-silica optics in the Final Optics Assembly
(FOA). Figure 2 shows two separate input
streams into the CO2 treatment cycle during the
material flow of optics from initial production
at the vendor to scrap at the end of the useful
life. The upper stream, shown in black, repre-
sents the final treatment of optics prior to
installation. The CO2 treatment cycle identifies
these sites while they are still small and modi-
fies them so they will not grow. This process is
the focus of the current work.

The lower stream, shown in red, represents
optics with identified damage removed from
the system. Some sites eventually damage dur-
ing operation. Although the mitigation of these
larger sites will leave larger and deeper pits,
CO2 treatment can halt further growth of these
sites.

Key to implementing the mitigation process
are four critical components: (1) The required
parameters for the CO2 laser treatment must be
determined. This includes not only determining
how to treat damage sites so that they no longer
grow when exposed to high fluence 350-nm
light, but also ensuring that the resulting modi-
fication of the surface does not lead to damage
of downstream optics due to beam modulation.
(2) Small damage sites must be located and tar-
geted. (3) A process must be developed that
ensures that all damage precursors have been
mitigated. (4) The process must be automated
to deliver the high throughput required for NIE
Progress has been made in each of these key
areas.
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Figure 2. Material flow for NIF FOA fused-silica optics. Shaded region represents CO2 mitigation process.

Figure 3 shows two of the sites that have
been successfully treated. Of the approximately
60 naturally initiated sites that have been miti-
gated, only one grew when exposed to
14-J/cma fluence of 350-nm light. This one
failure is probably the result of an alignment
problem. Measurements of the diffraction pat-
terns of the mitigated sites have shown rela-
tively small peak beam modulation extending
over only a small area. The modulation usually
peaks within a few centimeters of the treated

Figure 3, Microscope images of two damage sites

before (top) and after (bottom 2 - laser tr eatment.
These sites were created in a rasterscan at 14

J/cm2. After mitigation there was no further growth at

14 Jcm2

site and then falls. Work is continuing to study
the effect of modulation on downstream damage.

Progress on implementation and automation
of the process has also been made. Production
of very small mitigation sites requires tight
alignment tolerances and a short depth-of-focus
which increases the complexity in the treatment
of curved optical surfaces. An alternative to
maintaining tight tolerances is using slightly
larger mitigation sites that still have acceptable
beam modulation properties. Mitigation sites
two or three times larger (-50 mm) may be 
acceptable tradeoff. A new facility will be acti-
vated in February to develop the automation
and integration capabilities required for pro-
duction of 3w optics for NIF. This technique
will help to ensure reliable operation of NIF I
final optics. I
Continuous Melting Process

High-Qualify, Meter- IProduces
Sized Glass Slabs

A novel, continuous melting process is

i
being used to manufacture meter-sized slabs of
laser glass (Figure 4) at a rate 20 times faster,
five times cheaper, and two to three times bet-
ter optical quality than with the previous one-
at-a-time, "discontinuous" technology process. I
The glasses manufactured by this new process
are Nd-doped phosphate-based glasses and are ¯
marketed as LG-770 (Schott Glass I
Technologies) and LHG-8 (Hoya Corporation
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Figure 4. Continuous strip of laser glass comingout
of couarse annealing at Hoya Corporation¯

USA). After finishing, these amplifier slabs will
serve as the gain media on the National
Ignition Facility (NIF) and the Laser Megajoule

(LMJ) lasers. The combined NIF and LMJ
lasers require approximately 75 times the laser

glass production capacity used for Nova and
OMEGA with glass-part sizes more than two
times larger. Thus, almost 8000 laser glass
plates will be needed for the two laser systems:
this represents a volume in excess of 125 m3
(330 metric tons) of finished optical quality
glass.

Discontinuous processing methods have been
used with good results for producing small
quantities of laser glass. However, the discon-
tinuous process has a small throughput and a
single melting system can, at best, only produce
fewer than five glass plates per week. In addi-
tion, the quality of the glass produced can vary
from one melt to the next simply because of
small, but random, run-to-run variations in pro-

cessing conditions. Continuous glass melting,
on the other hand, has two major advantages:
much greater production rates ’can be achieved,
and once steady state is achieved, there is little
if any measurable variation in glass properties
from one glass plate to the next. Continuous

optical glass melting systems are generally
divided into several interconnected zones. Each
zone consisis of one or more vessels designed

to carry out a particular part of the process. In
laser glass continuous melters, there are six
main interconnected processing zones (Figure
5): (I) raw material mixing and feeding, 
melting, (3) conditioning, (4) refining, 
homogenizing, and (6) continuous strip
forming.

The manufacture of laser glass by continuous
melting is a result of numerous technical
advances after a six-year, joint research and
development effort between LLNL, Hoya, and

Schott:
1. Pt-inclusion removal: Microscopic Pt par-

ticles (<10 I.tm) in the laser glass can absorb
laser light and cause fracture in the glass (laser-
induced damage). Research on their formation
and dissolution has led to a redox-controlled
process for minimizing the number and size of
inclusions in the glass.

2. OH removal: Hydroxyl (OH) groups in the
glass quench the fluorescence of the Nd and
reduce the laser output energy. Research on the
chemical mechanism of OH removal (dehy-

droxylation) using reactive gas bubbl!ng and the
incorporation of this information in process
models have led to a 50 times reduction of OH
content in continuously melted glass. Figure 6

I..w.-,’l.I ¯
I blond and L Oxidizing "

feed ~ ~N~ gas Homogenizer:

-

~.~ ._~
tholoughly mix Ti, i.,,=........__ . I

[

Process unit: ~~.o re)r: ~ ;’b~es "
PUI’p~: melt raw dehydrate, llll r ’ -- 2S~S m ’ -’ -m~r~,,-,~- ~tr~ao~ IIII ~- , . , , ~, ctato
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Figure 5. Schematic representation of the. continuoous laser glass melting systems.
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Figure 6. OH content (in ppmw and OH absorptivity)
in randomly selected laser glass slabs showing the
nearly 50x reduction in this contaminant achieved
during a recent melt campaign¯

illustrates the dramatic improvements in glass
OH content that have been achieved.

3. Fracture prevention: Phosphate laser
glasses are prone to fracture due to their low
fracture toughness and high thermal expansion.
Finite elemental heat transport and stress analy-
ses combined with the identification of various
stress sources and research in crack growth
have led to improvements in the annealing pro-
cess to eliminate fracturing.

4. Impurity minimization: Metal ion impuri-
ties (such as Fe2+ and Cu2÷) at 10 parts-per-
million level can increase the optical
absorption of the glass above acceptable limits.
New analytical techniques to quantify impurity
levels combined with research on the absorp-
tion characteristics of these impurities have led
to much improved specifications and quality
control procedures for both the laser glass and
the raw materials.

5. Homogeneity: Laser glass requires a
refractive index uniformity (i.e., optical homo-
geneity) of about one-part-per-million, requir-
ing advanced forming technologies.

6. Quality assurance: A number of unique
quality-assurance tools havebeen developed to
inspect large optical glass plates at a high rate.
These tools include large-aperture (24-inch)
phase-measuring interferometers and large-
aperture laser damage testers.

The recent melting campaigns have been
very successful yielding a combined output of
-3400 NIF/LMJ-quality slab blanks to date.
The LLNL Laser Glass Group will continue
their effort to further improve glass yield in
future campaigns.

Ignition Facility (NIF) laser. Porous sol-gel
coatings, first developed for Nova laser optics,
have been used on many high-power laser sys-
tems such as OMEGA, Helen, Phebus, and
Beamlet. These sol-gel Coatings are composed
of layers of 10- to 20-nm-diam silica spheres
that form a film with approximately 50%
porosity. The resultant film has an index of
refraction of 1.2, approaching the theoretical
optimum index for a single-layer AR coating
on fused silica or KDP. Figure 7 shows the
coating performance.
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Figure 7: Reflection from the surface of a porous sol-
gel coating on KDP, optimized for 1053-nm laser
light¯

Porous sol-gel coatings are the only AR
coatings that have demonstrated survivability at
projected NIF 351-nm operating fluences.
Unfortunately, the porosity that gives these
films their outstanding optical and damage per-
formance also makes them extremely sensitive
to their use environment. As the pores adsorb
organic or water vapor from their environment,
the films’ index of refraction increases and they
lose their antireflection properties. For coated
KDP optics, exposure to humidity has a second
detrimental impact--it produced etch pits like
those shown in Figure 8. These pits scatter
laser light, causing both additional loss of ener-
gy on target and the potential for increased
laser damage to downstream optics. Etch pits,

I

I

I
!

I
I



I
I
I
I
I
I
i’

i

I
I
I
I
I
I
I
I
I
I

¯ UCRL-ID-134972-01

Figure 8: Etch pits on a Beamlet third-harmonic-
generation crystal.

which Were first observed during the final
Beamlet campaigns, motivated an effort to
identify and implement "etch-pit mitigation"
methods for NIF crystals.

Surface adsorption of water vapor, subse-
quent capillary condensation of water into the
porous sol film, and the dissolution of the
underlying substrate cause etch-pit formation
on optics under humid environments. During
the past few years, we have developed several
methods tO effectively retard etch-pit formation
on optical crystals: (1) application of a poly-
mer barrier coating, (2) chemical passivation 
the KDP surface, and (3) modification of the
surface chemistry of sol-gel to elim!nate capil-
lary condensation.

¯ The first method, applying a barrier coating
of methyl silicone polymer to reduce etch-pits
formation, hence improving the optical perfor-
mance of KDP frequency conversion crystals,
was used in the ’90s in Nova experiments. This
silicone coating process is now used on the
OMEGA conversion crystals and will be used
in NIF on frequency conversion crystals.

The second method was developed to pro-
tect the KDP crystals used for optical switch-
ing. Methyl silicone coatings would be
oxidized and destroyed by the oxygen plasma
in the NIF Pockels cells. We developed a ther-
mal annealing process that produces a 70-nm-
thick, water-insoluble, dehydrated-phosphate
layer on the surface of finished KDP optics.
D̄uring the annealing process (three months at
160°C), the KH2PO4 molecules on the optic
surfaces undergo interfaciai dehydration reac-

¯ tion and produce a polymeric film with com-
position of Kurrol’s salt (KPO3)n . We were
able to monitor the development of this chemi-
cal passivation layer by Fourier transform

LASERSCIENCE AND TECHNOLOGY

infrared (FT-IR) spectroscopy, electron spec-
troscopy for chemical anal~csis (ESCA), and
x-ray diffraction.

The deuterated third-harmonic-generation
crystal (DKDP) cannot tolerate the tempera-
tures required for either the thermal annealing
process or the Nova methyl silicone process.
To prevent etch-pit formation on the DKDP, we
have modified the surface chemistry of the sol-
gel particles tlaemselves, converting them from
a hydrophilic (water-loving) to a hydrophobic
(water-hating) surface, as shown in Figure 
During the surface treatment process, the
hydrophilic surface silanols (Si-OH) are react-
ed with hexamethyldisilazane (HMDS) to pro-
duce hydrophobic trimethylsilyl groups:

2 (-= SiOH) + (CH3)3Si-NH-Si(CH3)3
2 (-~S i-O-Si(CH3)3 ) + Nil3

We were able to control the stability of the
hydrophobic surface by optimizing concentra-
tion of reactive surface silanol groups prior to
introduction of the HMDS. One unexpected
benefit of the hydrophobic surface modifica-
tion is that it appears to reduce the sol’s affini-
ty for polar organic contaminants as well as
water.

Figure 9: Water droplet on a (a) hydrophilic and (b)
hydrophobic porous sol-gel coating.

To date, all three methods--methyl silicone,
thermal annealing, and hydrophobic sol--have
prevented etch-pit formation on KDP and
DKDP surfaces exposed to 75% relative
humidity for over six months. This provides
the flexibility to match the etch-pit mitigation
method to the use environment and optical
requirements for each NIF crystal type.

Future work will focus on the ineraction of
laser energy with these coatings to ensure their
survivability at projected NIF operating
fluences.
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Laser peecung a gear
at the base of its teeth
increases the strength
of the gear and its
fatigue lifetime.

Shocked and Stressed, Metals
Get Stronger

People who know their way around metal-
working are no doubt familiar with peening--
using a ball-peen hammer to pound a piece of
metal into shape and strengthen it against
fatigue failure. For the past 50 years, an indus-
trialized equivalent has been shot peening, in
which metal or ceramic beads as large as mar-
bles or as small as salt and pepper grains pneu-
matically bombard a metal surface. Laser
peening, a process based on a superior laser
technology developed at Lawrence Livermore,
replaces the hammer blows and streams of
beads with short blasts of laser light. The end
result is a piece of metal with significantly
improved performance.

Lawrence Livermore and Metal
Improvement Company, Inc., won a coveted
R&D 100 Award for their laser-peening process
in 1998 (see S&TR, October 1998, "Blasts of
Light to Strengthen Metals"). Since that time,
they’ve been developing uses for the technolo-
gy with a number of industries, including auto-
motive, medical, and aerospace. They’ve also
developed an offshoot technique--laser
peenmarkingSM--which provides a way to eas-
ily and clearly identify parts with a mark that is
extremely difficult to counterfeit. Another out-
growth is a new peen-forming technology that

allows complex contouring of problematic
thick metal components such as the thick sec-
tions of large aircraft wings. There have also
been spinback applications to the Department
of Energy’s programs for stockpile stewardship,
fuel-efficient vehicles, and long-term nuclear
waste storage.

Peening with Light
The concept of laser peening is not new, but

it took a DOE Cooperative Research and
Development Agreement (CRADA) between
Livermore and Metal Improvement Company
to develop a machine that makes laser peening
a cost-effective option. The resultant
LasershotSM Peening System uses a solid-state,
high-energy (50-joule), neodymium-doped
glass laser, which pulses at a rate 20 times
faster than other available systems and can
peen about 1 square meter of metal per hour.
With each pulse of the laser, an intense shock
wave is created over a roughly 5-millimeter by
5-millimeter area and drives in a residual com-
pressive stress about 1 to 2 millimeters deep
into metal. In conventional peening, this com-
pressed layer is only about 0.25 millimeter
deep. The added depth is key to laser peening’s
superior ability to keep cracks from propagat-
ing and extends the life of parts three to five
times over that provided by conventional treat-
ments.
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A jet engine fan blade that is being peened by a
laser shot.

For Fan Blades and Knee Implants
Shot peening has long been used on auto-

mobile springs and transmissions because the
treatment increases resistance to cracks, corro-
sion, and fatigue. Physicist Lloyd Hackel, who
heads the Livermore side of the joint develop-
ment effort, says that the automotive industry is
now interested in applying the depth compres-
sion afforded by laser peening to automobile
frames.

Traditionally, automakers have added mass
to the entire frame structure to achieve the
required fatigue lifetime and keep high-stress
areas in frames from cracking. Now, laser
peening can extend fatigue lifetime and allow
manufacturers to. cut back on the weight Of the
frame. By one company’s calculations, laser
peening would improve the fatigue lifetime of
a 200-kilogram frame by a factor of two,
allowing them to lessen the frame weight by

LASER SCIENCE AND TECHNOLOGY [ 3-7

about 20 kilograms. This 20-kilogram weight
savings translates into gas savings as well.
Laser peening 8 million automobile frames
could save about 285 million liters of gasoline
per year. "So this technology has two big bene-
fits: it makes the car lighter and cheaper to
build, and it results in more fuel efficiency,"
says Hackel.

Livermore is also working with the
Biomechanics Department of the University of
California at Los Angeles to use laser peening
for knee implants. "The biggest concern in this

area is pediatric knee replacement," says
Hackel. "A surgeon puts in a small knee joint,
the child grows, so the knee is loaded with
more stress, which can lead to joint failure.
What do you do? Until now, the answer has
been to undertake a painful and risky operation
every few years to replace the knee with a larg-
er model." In contrast, a laser-peened metal
joint would be strong enough to last nearly a
decade. The aerospace industry also sees major
applications for laser peening, particularly in
jet engines. "If you look at a modern turbo jet
engine such as those used in a Boeing 777,"
says Hackel, "you’ll see that it’s essentially a
giant propeller engine, with the fan blades in
the front and the compressor blades inside."
These blades get hit by a variety of debris
including nuts and bolts, seagulls, sand, and
rocks, that can cause cracks and failure. Laser
peening adds safety while also lowering the
life-cycle cost of each fan blade.

Another use of laser peening for aerospace
and other industries involves metal shaping.
For instance, the leading edge of an airplane
wing is basically a big piece of curved metal.
"Aerospace and other industries bend metal all
the time, but it’s difficult to bend very thick
pieces ’and get certain complex shapes. And
when you do bend metal, its surface is under
tension--think of the metal as being ’stretched’
around that bend. That stretching weakens it
and makes it more vulnerable to cracking."

Laser peening just one side of a metal piece
will make it naturally bend, which places both
peened and unpeened sides under compression
and makes the part more resistant to failure.
The deep compressive stress and the precise
placement of the stress afforded by the laser-
peening process allows forming of thick, com-
plex shapes never before possible.

I
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Laser peenmarking prints a complete high-quality,
machine-readable matrix mark that could deter the
counterfeiting of metal parts. This data matrix repre-
sents the number string 123456.

Marking by Laser
Another recently developed application

involving industries using or manufacturing
metal parts is laser peenmarkingsM, in which a
high-resolution mark is imprinted into the met-
al. This identification mark can take any form,
for example, as alpha numeric characters, a
logo, or a data matrix. This development is par-
ticularly timely for aerospace industries facing
a new marking requirement from the Aerospace
Transportation Association, called the ATA
2000. An ATA mark, in a matrix form that can

To test the resistance of laser-peened welds to corrosion, the team took two weld-
ed pieces of 304 stainless steel and bathed them in a 40-percent solution of mag-
nesium chloride, a highly corrosive salt, at 160iC. Cracks developed in the
unpeened weld within 24 hours, whereas the laser-peened weld showed no
observable cracks after a week of exposure.

UCRL-ID-134972-01

be read by barcode machines, must be set into
each~ part early in the manufacturing process so
that the part can be tracked throughout its life-
time.

Normal marking methods--scribing, etch-
ing, or stamping--remove material or impart
tensile stresses that can leave the part weak-
ened at the marked spot. But laser peenmarking
adds a strengthening residual compressive
stress. Peenmarks are also of very high resolu-
tion, similar to the watermark on currency, and
thereby provide a barrier to counterfeiting.
Counterfeit, substandard parts are a major con-
cern, notes Hackel. For example, the U.S.
Coast Guard prosecutes approximately 20 cases
each year involving the fraudulent use.of coun-
terfeit parts. "Laser peenmarking could be an
enormous deterrent to criminals and really put
a dent in the counterfeit metal parts racket,"
says Hackel.

Lawrence Livermore and Metal
Improvement Company have been working
with other organizations, including the National
Aeronautics and Space Administration, to
determine the efficiency of laser peenmarking.
In June 2001, three laser peenmarked parts are
tentatively scheduled to ride on the NASA
shuttle to the international space station. The
parts will be bolted onto the space station to
face the slipstream solar wind. After three
years, they’ll be retrieved and examined to see
how well they held up in the hostile space
environment.

Spinback to DOE
The laser-peening technology is a spinoff of

high-energy lasers developed in the DOE
Inertial Confinement Fusion program. Those
lasers were brought to high average power with
Department of Defense funding. The technolo-
gy is spinning back home as it becomes clear
that peening has relevant applications for
DOE’s Yucca Mountain Nuclear Waste
Disposal and Stockpile Stewardship programs.

For Yucca Mountain, laser peening could be
used to prevent stress corrosion cracking in the
final closure welds of 6-meter by 1.5-meter
nuclear waste storage canisters. Such canisters
must completely contain waste for a minimum
of 10,000 years. Analyses show that stress cor-
rosion in some of the canister welds could
cause the canisters to fail prematurely.
Experiments show that laser peening the welds
would keep corrosion and cracking at bay,
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allowing the canister to remain intact for
10,000 years and more.

In the Stockpile Stewardship Program, one
research area seeks to determine the effect of
intense strain on various materials. The laser-
peening team discovered that it could generate
meaningful strain rates and effects through
shock waves created by the laser-peening pro-
cess. "We can give stockpile stewardship scien-
tists 10 laser shots a minute, providing them
with an enormous amount of data and informa-
tion," says Hackel. The process, he adds, can
give these scientists exquisite control over test
parameters, including the intensity, duration,
and profile of the desired shock wave.

As for DOE’s efforts in promoting fuel effi-
ciency in vehicles, Hackel says, "I see peening
as another spinback for the DOE particularly
the Office of Transportation Technology in
terms of reducing the weight of vehicles. DoD
would also benefit, from getting better fuel
efficiency in the field and also for airlift capa-
bility."

Far-Reaching Technology
Going from ball-peen hammers to laser

light takes a big jump in technology. The appli-
cations of laser peening--some known years
ago, others newly discovered--are just as far-
reaching. "What we’ve come to," says Hackel,
"is an active CRADA that’s working to field
the technology for specific industries and spin-
ning it back with important benefits to
Laboratory and DOE work."
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Lasershof Makes Its Mark
Anyone getting a hip replacement expects

the implant to be certified and last a long time.
The same goes for new and replacement parts
in aircraft. The assumption is that critical
parts--especially those used in applications
where safety is paramount--are certified by the
manufacturer and the government and are made
to exact specifications. Lawrence Livermore
and Metal Improvement Company, Inc., have
developed a system that helps identify certified
and other high-value parts

The Lasershot Marking System imprints
permanent, high-resolution identification marks
as another spinback for the DOE--particularly
the Office of Transportation Technology--in

that are difficult to counterfeit, readable by
machine, and strengthen the part at the site of
the mark, in contrast to other marking methods,
which can actually weaken the part. "Before
Lasershot, there was no way to permanently
mark parts used in safety-critical applications
without inducing the danger of fatigue and
stress-crack corrosion," notes Livermore physi-
cist Lloyd Hackei, primary developer of the
system.

From Hip Implants to Space Stations
The Lasershot Marking System has the

potential to be of great use not only to makers
of medical and aircraft components, but also to
aerospace organizations such as the National
Aeronautics and Space Administration
(NASA). It is a prime candidate for imprinting
safety-critical parts with the Air Transport

I
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A Lasershot peen-marking station. The Lasershot Marking System (shown in action in the background of the
opening image) uses laser pulses to safely and permanently impress identification markings on metal compo-
nents without weakening them. The system is thus ideal for marking parts used in situations where safety is
critical--from hip-joint replacements to commercial airliner components.

Association 2000 Data Matrix, a high-data-
intensity, two-dimensional, machine-readable
symbol recently adopted by NASA. NASA
plans to use this data matrix to identify and
track the millions of parts used in the space
program. Currently, the matrix is imprinted on
the thousands of heat-resistant tiles on the
Space Shuttle using a traditional marking tech-
nique. However, safety-critical metal parts are
not marked at all because of the risk of mark-
ing-induced failure. The invention of the
Lasershot Marking System means that NASA
may soon be able to mark and track these
important parts as well.

NASA has added Lasershot marking to its
Data Matrix Direct Part Marking Standard and
Handbook and included three samples imprint-
ed with the mark in its Materials International
Space Station Experiment, which was launched
on the STS-105 in August. The sample parts
were bolted onto the space station to face the
slipstream solar wind. After one year, they will
be retrieved and examined to evaluate how well

they held up in the hostile space environment.
NASA and the Department of Defense are also
conducting ground, flight, and in-orbit tests of
laser-peened marks to certify Lasershot’s use in
current and future programs.

Other organizations--the Air Transport
Association, the Electronic Industry
Association, the Automotive Industry Action
Group, and the Semiconductor Equipment
Manufacturers’ Institute--have chosen the Data
Matrix standard as the preferred one for parts
marking, thereby extending the potential appli-
cations for the Lasershot system. Components
that could be marked with this method include
fan blades, disks, rotors, and integrated rotor
assemblies as well as components in automo-
biles.

A mark created by the Lasershot system
allows manufacturers and users to positively
identify each individual part and trace each part
from manufacture to retirement. In addition,
Lasershot peen marking will be a valuable tool
in combating counterfeit parts by providing a
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unique, permanent, and difficult-to-reproduce
tracking symbol, one that also strengthens the
part at the site. The mark contains fine detail
nearly impossible to counterfeit, much like the
watermark on modern currency. Part counter-
feiting is a growing concern. According to gov-
ernment estimates, as much as $2 billion in
unapproved parts distributors, airlines, and
repair stations.

A Chip off the Laser Peening Block
Peening--a technique common in metal-

working--uses a ball-peen hammer or pneu-
matically shot small metal balls to pound a
piece of metal into shape and strengthen it
against fatigue failure. Replace the hammer or
metal balls with a laser and the blow of metal
on metal with the pressure wave of a laser light
pulse on metal, and laser peening results. (See
S&TR, March 2001, Shocked and Stressed,
Metals Get Stronger.

In the Lasershot peen-marking process, a
layer of absorptive material is placed over the
area to be peened, and a thin layer of water is
flowed over the absorption layer. A high-inten-
sity laser with an energy density (fluence) 
about 100 joules per square centimeter illumi-
nates and ablates material from the absorption
layer, creating an intense pressure pulse that is
initially confined by the water. The absorption
layer protects the part surface from material
removal or melting. The pressure pulse creates
a shock wave that strains the surface in a two-
dimensional pattern that mirrors the laser’s
intensity profile. By creating the desired pat-
tern upstream in the light and then imaging this
pattern onto the metal, a complete mark can be
made with a single laser pulse.

"The laser system projects the pattern on
the part in much the same way that a slide pro-
jector creates an image on a screen," explains
Hackel. "A slide projector without a slide in
place projects a light field of uniform intensity
on the screen. No image or pattern appears.
When a slide is inserted between the projector
bulb and lens, the light and dark areas of the
slide provide an intensity profile pattern that is
imaged onto the screen. With the Lasershot
system, we use a laser and a special telescopic
system to image the pattern of a mark onto the
metal part. The laser fires, and that entire mark
is printed on the part in a single pulse."

This single-pulse technique is well suited
for high-volume marking applications. For
low-volume use, a smaller system--the multi-
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ple-shot matrix marking system--builds up a
two-dimensional mark usirig multiple laser
pulses.

Technology Breakthroughs Make It
Possible

The Lasershot technique was made possible
by a patented breakthrough in laser technology
developed at Livermore involving a neodymi-
um-doped glass laser and a wavefront correc-
tion technology, called phase conjugation. "We
can now build laser systems that operate up to
six pulses per second, with output energy of
greater than 25 joules," says Hackel. "This
means we can peen-mark six data matrices per
second, using the single-shot pattern marking
technique." The phase conjugation provides a
high-quality beam that has high, long-term
pointing stability for the high repetition rates
needed for the smaller multiple-shot marking
system. As a result, the Lasershot system can
mark parts at a rate comparable to or exceeding
that of conventional marking methods.

A 10- by 10-character identification mark--approximately 0.3 centimeter on a
sie--imprinted into an aviation-grade aluminum alloy using the Lasershot Marking
System. Unlike other marking methods, Lasershot increases the marked area’s
resistance to fatigue and corrosion failure, and the resulting high-resolution mark
is difficult to counterfeit.

I
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The other key to the system is a specially
designed and patented telescopic delivery sys-
tem, which precisely relays the image onto the
part surface. "This beam delivery is critical for
accurately replicating a two-dimensional mark-
ing pattern," notes Hackel. "The resulting mark
has uniquely embossed fine detail, making it
nearly counterfeit-proof."

Mark Is Stronger, More Durable
Although other techniques are available for

imprinting identification marks on metal parts,
none measures up to the Lasershot method. The
primary techniques are laser etching, pin
stamping, and ink-jet printing. Laser etching
systems work by focusing energy directly onto
the surface to be marked and etching the parts
surface, even vaporizing the surface in some
cases. Although this technique has good perma-
nence and generates a clear mark, it modifies
the material. In steel, for instance, the high
temperature causes carbon to precipitate out in
the area hit by the laser beam, ultimately
degrading the part’s strength. The modification
and strength degradation can lead to fatigue or
stress-corrosion crack failures. In a scanning
electron micrograph study of 10 hip replace-
ment implants that had failed much earlier than
they should have, 5 of the 10 showed fatigue
fractures that began in the characters that had
been laser-etched on the implant surfaces.
"These failures could have been prevented by
the Lasershot method," notes Hackel

In pin stamping, a conical stylus impacts the
surface, with the size of the mark controlled by
how deeply the stylus indents the metal. Like
peening with conventional ball-peen hammer,
pin stamping may leave some residual com-
pressive stress in the part, which would provide
some protection against fatigue and mechanical
stress. However, this method also roughens the
surface and concentrates the stress at the bot-
tom of the sharp indentations. In addition, pin
stamping can distort small or thin parts.

Although marking using the ink-jet tech-
nique does not affect the surface material, the

markings are not necessarily permanent. The
permanence of the mark depends on the chemi-
cal interaction of ink and part as well as on the
environment in which the part is used.

Sandblasting, machining or engraving,
chemical etching, and welding also degrade
strength and shorten the fatigue lifetime of met-
als. "Other techniques can cast symbols on
parts during manufacturing," notes Hackel.

However, they only work for larger parts
and don’t address the need to mark parts
already manufactured or those produced by
noncasting methods such as forging and
machining.

Unlike laser etching, Lasershot removes no
material, and the marked surface remains
chemically unaltered. Unlike pin-stamped
marks, Lasershot does not roughen the surface.
Plus the compressive layer from laser peening
extends as deep as 1 millimeter into the metal,
adding strength to this local area.

Mark the Future for Lasershot
The Lasershot Marking System allows man-

ufacturers for the first time to safely and per-
manently mark and label metal parts used in
situations where failure means big trouble.
Donald L. Roxby, director of the Symbol
Research Center, an international leader in the
development of advanced symbology solutions
for industrial, materials handling, and manufac-
turing environments, notes in a recent letter to
Hackel, &#147;Our organization was elated
when we became aware of your work related to
lasershot peening. The lasershot peening pro-
cess provides the marking fidelity required to
apply dense symbols to small parts without
injecting risk. The process makes it possible to
identify internal engine components such as
aircraft turbine blades and a host of other diffi-
cult marking applications.

The R&amp;D 100 Award judges voted their
agreement. Lasershot is poised to make its
mark in the world of safety-critical parts manu-
facturing.
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ABSTRACT

A program to identify and eliminate the causes of UV laser-induced damage and growth in fused silica and DKDP has
developed methods to extend optics lifetimes for large-aperture, high-peak-power, UV lasers such as the National Ignition
Facility (NIF). Issues included polish-related surface damage initiation and growth on fused silica and DKDP, bulk
inclusions in fused silica, pinpoint bulk damage in DKDP, and UV-induced surface degradation in fused silica and DKDP in
a vacuum. Approaches included an understanding of the mechanism of the damage, incremental improvements to existing
fabrication technology, and feasibility studies of non-traditional fabrication technologies. Status and success of these various
approaches are reviewed. Improvements were made in reducing surface damage initiation and eliminating growth for fused
silica by improved polishing and post-processing steps, and improved analytical techniques are providing insights into
mechanisms of DKDP damage. The NIF final optics hardware has been designed to enable easy retrieval, surface-damage
mitigation, and recycling of optics.

Keywords: fused silica, DKDP, laser damage, laser damage mitigation, laser damage growth

INTRODUCTION

The National Ignition Facility (NIF), currently under construction, will contain 7360 large optics of 40-cm size or larger,t

The laser consists of 192 beams with a nominal energy of 3 MJ at 1053 nm (lo)) and 1.8 MJ at 351 nm (3o)). The conversion
of laser light to 351 nm is needed for improved coupling to the laser targets in order for the N1F to achieve its primary
mission within the Stockpile Stewardship program. A schematic diagram of the fmal optics assembly, in which frequency
conversion, beam smoothing, and focusing occur, is given in Figure 1. Achieving the desired lifetime of the 3o) optics has
been challenging, and their lifetime can have a significant impact on the operating costs of the facility. Consequently, there
has been a considerable effort over the past few years to improve the UV optics performance.

UV optics are made of deuterated potassium dihydrogen phosphate (DK_DP), which generates the 351-nm light, and fused
silica, from which the focus lens, beam sampling grating, and debris shield are made. Laser-induced damage can occur from
defects in both the bulk and the surface of the material. A summary of the different types of damage is given in Table 1.
Note that there are similarities and differences between the damage characteristics of DKDP and fused silica. For example,
both fused silica and DKDP are susceptible to surface damage that grows exponentially with the number of shots at constant
fluence.2 In contrast, bulk damage in crystals occurs as numerous pinpoints that do not grow significantly,3 while bulk
damage in fused silica is rare but causes growable rear-surface damage from beam modulation when it does occur.4 Both
fused silica and DKDP are susceptible to surface degradation in a vacuum, but the details are different.5’6

This paper describes the efforts over the past two years to solve these laser-induced damage problems for the NIF laser.
These efforts have been extremely successful. The solutions fall into three categories: (1) reduce or eliminate bulk damage
by improved material synthesis, (2) eliminate surface degradation by increasing the operating pressure to 10 Torr, and (3)
control surface crater damage through a combination of better finishing processes and a pre-initiate/mitigate sequence. The
surface damage mitigation methods can also be applied to optics retrieved from service before the surface damage craters
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becometoolarge. The overall strategy is portrayed graphically in Figure 2. The technology developments summarized here

Ishould be widely applicable to large-aperture high-peak-power lasers.
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Figure 1. Schematic diagram of the final optics assembly used in the National Ignition Facility to convert infrared laser light (1053 nm) 
UV laser light (351 nm).

Table 1. Summary of types of damage for fused silica and crystal optics typically used in large-aperture, high-peak-power
lasers such as the National Ignition Facility.

DKDP Fused Silica
Bulk ¯ Up to a few thousand ¯ Tens of bulk damage sites per optic for
Damage pinpoints/mm3

refractory-fumace based material
¯ nonisotropic

Surface ¯ ¯
Damage

Up to a few near-surface bulk
damage pinpoints/cm2

<50 surface damage sites of size
50-100 ~tm; possibly related to
imbedded particles from
fabrication*

¯ Induced roughness and absorption
upon UV vacuum exposure

*Susceptible to growth at NIF fluences

Many sub-lxm pinpoints from residual
polishing material (gray haze)

¯ 20-100 Ixm damage initiation craters, with
the number depending on fluence*

¯ Tens of rear-surface damage sites caused
by bulk inclusions and lenslets*

¯ Induced absorption upon UV vacuum
exposure

I
I
I
I
I
I
I

’mpr°ve bulk ~__~ ’mpr°ve ~ Laser condition, H Inspect,

material optics pre-initiate, and repair, and
finishina mitiqate recycle

Reduce or Reduce the number Damage and repair Control damage growth
eliminate bulk of surface defects residual defects by by routine inspection

damaoe oost-orocessine and reoair
Figure 2. General scheme for improving damage performance and reducing optics replacement costs.
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BASIC DAMAGE STATISTICS

Laser damage probability or density depends on fluence F according to some function d(F). A large aperture beam consists
of a distribution of fluences (i.e., contrast) across the beam, and the damage probability or density D(<F>) at any given 
is given by convolving the damage function d(F) with the fluence probability function p(F):7

D(<F>) = S;p(<F>,F ) d(F) dF (1)

where <F> is the most probable fluence. The operational beam is assumed a nominal flattop with intensity fluctuations
described by a Rician distribution,s The resulting hot spots are assumed to move randomly shot to shot. The single shot
Rician probability distribution p(f) is given 

p(F,<F>,c) = (1/2~2)exp[-(F+<F>-202)/20"2]*I0 {(F/02)[(F/<F>)*(1-2t~2/<F>]°5} (2)

where <F> is the mean fluence, o the standard deviation of the noisy field amplitude, and I0 is a Bessel function of the second
kind. The intensity contrast c is twice t~. Although the functional form looks complicated, the distribution profiles of interest
are very nearly Gaussian for beam contrast up to 20%. The contrast in the beam can move spatially from shot to shot,
meaning that any given location can see a different fluence for each shot at constant average beam fluence. For a randomly
migrating fluence, the distribution of maximum fluences at each location after n shots is given by

pro(F) = n p(F) * [S~ p(F)dF]n’’ (3)

Plots of the maximum fluence distributions for a Rician distribution after 1 to 1000 shots is given in Figure 3. Note that after
many shots for this assumption, most locations have been exposed to a fluence at the high end of the single shot distribution.
The cumulative damage probability after n shots is found by replacing p(F) by pm(F) in Eq 
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Figure 3. Probability distribution of maximum ftuence after
1, 10, 100 and 1000 shots for 5% randomly migrating
contrast.

IMPROVING BULK MATERIAL

Fused silica
Fused quartz and fused silica are available in a wide range of quality, depending on their method of manufacture. Fused
quartz is not suitable for high-performance optics due to the large number of inclusions that lead to bulk damage. Fused
silica, formed by oxidizing chemical precursors and collecting the soot on a boule, is much better but still comes in a range of
quality depending on its intended use. Coming 7980, and its predecessor Coming 7940, is formed in a refractory furnace9 in
which occasional high-index refractory dust particles are incorporated into the growing boule.4 As shown schematically in
Figure 4, these particles partially dissolve, forming a high-refractive index lenslet, which focuses the light and causes bulk
damage immediately downstream at 351-nm fluences of 2-4 J/cm2 (3 ns). Beam modulation continues to propagate to the
rear surface, where a damage site appears. Material is preselected to eliminate visible inclusions, and the remaining
inclusions are not visible until damage tested.

I



Figure 4. Schematic representation of
the formation of bulk and rear surface
damage from high index inclusions in
some fused silicas. From Kozlowski et
al.4
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The number of inclusion-induced damage sites in Coming 7980 fused silica is typically a few dozen per 40-cm square
aperture. With the remarkable recent advances in reducing polish-related damage sites and mitigating the growth of surface
damage, these bulk inclusions would become the limiting factor for operating above 4 J/cm2 (3 ns) at 351 nm. This 
because no method has yet been developed to stop the reinitiation and growth of rear surface damage that they cause.
Consequently, fused silicas manufactured without a surrounding refractory as in Figure 5 were pursued. 40-cm scale optics
fabricated from Schott Lithosil Q and Heraeus Suprasil 312 were found to be free of inclusion-induced damage for exposure
up to 14 J/cm2 (3 ns) of 355-nm laser light.

Axial deposition of "telephone poles"

Figure 5. Formation of fused silica
preforms by a method that eliminates Organosilane, SiCl4
bulk inclusions that can lead to or powder
laser-induced damage.

S/
Blank created by slumping

into graphite form
Crystals
KDP and DKDP can be grown either conventionally or rapidly. Conventional growth rates are about 1 mm/day, and it takes
two years to grow a boule large enough for 40-cm-scale optics. Pyramidal growth occurs from a plane seed, while prismatic
growth is poisoned by trivalent impurities. Rapid growth occurs from a point seed in both the prismatic and pyramidal
directions at a rate of about 10 mm/day and takes less than 2 months to grow a sufficiently large boule.

Unlike fused silica, bulk damage in KDP and DKDP is pervasive, forming thousands of damage pinpoints/mm3 for fluences
significantly above its bulk damage threshold. The pinpoint size depends on pulse length, ranging from a few I.tm at 1 ns to
about 100 ~tm at 10 ns.l° The pinpoints do not grow significantly, and their primary detriment is scattered light (scattered
light fraction = fs). Scattered light causes increased beam contrast, c, according to the relation c = (2fs)v2,11 increased stray
light on the neighboring non-optical components, and a decrease in energy on target. Collateral damage from the first two far
outweighs the third.

Attaining 351-nm damage-resistant DKDP has been the greater challenge and required three achievements: a quantitative
relationship between routine bulk damage detection methods and scattered light levels, a method for reliably growing crystals
with the required damage threshold, and a reliable method for conditioning the crystal prior to installation on the laser.

Four papers published last year provide the basis for first achievement. Damage measurements must be made on test
coupons cut at the type-II tripler an’gle (59°), ~2 0.1% scattered light levels correspond to -10% damage probability, 
obscuration increases exponentially with fluence and scales with pulse length to the 0.25 power,1° and raster-scan laser
conditioning can

6).13
achieve damage resistance close to that inherent in the standard ramped fluence (R/I) damage test (Figure

Using these results, a 10% R/1 damage probability fluence of 12.5 J/cm2 (7.6 ns) for 355-nm light is estimated as the
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limit for materials to be operated at 8 J/cm2 (3 ns) with a 15% beam contrast. Further, the relationship between fluence and
scattering from bulk scattering, S, for an optimally conditioned crystal is estimated as

S(F) = 1.3× 10-Sexp[ 11 *F/Fo] -1, (4)

where F is the operating fluence at 3 ns and F0 is the 10% damage probability fluence at 7.6 ns. Inserting Eq. (4) into Eq (3)
gives the relationship between scattering after n shots and average fluence given in Table 2, assuming that only the second
half of the crystal experiences high 3 co fluences.
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Fluence, J/cm 2 @ 355 nrn and 7.6 ns

Figure 6. Standard small-beam bulk damage test results
for conventional growth material 70%LLI 1, the first NIF
production boule. The conditioned material (R/1 tesO
passes the NIF specification by a considerable margin.
The S/1 test exposes each site to only a single fluence (no
ramp).

Table 2. Calculated percentage of scattered light from bulk damage for a DKDP sample having a 10% R/1 damage
probability of 12.5 J/cm2 for a 3-ns 355-nm laser beam with 15% randomly migrating contrast. The material can tolerate a
single shot at 10 J/cmz or at least 100 shots at 8 J/cm2, since the random migration assumption is conservative. The shaded
boxes represent the obscuration limit.

Average fluence, J/cm2

¥ shots 7 8 9 10 11

1 0.004 0.01 0.03 0.07 0.2
10 0.01 0.03 0.10 0.3 1.0
100 0.03 0.08 0.3 1.0 3.3

1000 0.05 0.18 0.7 2.5 9.1

The bulk damage precursors are thought to be absorbing nanoparticles.14 Damage threshold improves with continuous
filtration 15 and is lowered by addition of highly absorbing particulates such as iron phosphate (M. Yan, unpublished results,
1999). However, attempts to isolate and identify the specific precursors have been inconclusive, in part because of the low
levels of material involved. One thousand 50-nm particles/mm3 represent only -0.1 ppb by weight of the crystal. Analysis
methods attempted to date include ion milling into a damage site and analyzing it by time-of-fight SIMS, dissolving crystals
and analyzing the collected particulate, and transmission electron microscopy (TEM).

In arallel, im rovements to the ~rowth procedures have largely solved the problem for both rapid and conventional growth.P " P .~ ¯ - o . 2
Satellite boules in NIF conventxonal growth production tanks yielded 10 ~ R/1 damage values rangmg from 12 to 17 J/cm,
with an average of 14.5 J/cmz. Three test samples from the first recovered production boule (Fig. 6) averaged 18 J/cm2,

suggesting that the satellite boules may underestimate quality. For rapid growth material, we reported last year that material
rapidly grown below 45°C had a significantly higher damage resistance than material grown above 45°C)6 However, work
over the past year indicates that it is necessary to grow above 45°C to meet homogeneity requirements and to prevent crazing
due to hydrogen exchange on the surface. Damage results for 20-L growth tanks are summarized in Figure 7. Similarly,
samples across two large DKDP boules grown in 1200-L polycarbonate tanks have averaged 17.2 and 19.5 J/cm2,

respectively, for their 10% R/1 damage probability. The better material was grown exclusively above 45°C and slightly
exceeds the best sample from a small tank boule at that temperature, indicating that scaleup is not a problem.
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Figure 7. Summary of damage results for 20-L tank
DKDP boules showing a general improvement over
the past year for those grown above 45°C. About a
20°C temperature drop from the saturation
temperature is required to grow a boule in this system.
The improvement is thought to be due to a
combination of improved salt purity and replacement
of Pyrex tanks with polycarbonate tanks. Data
include unpublished results of R. Floyd and T. Land
(2001).

The final element in achieving high-fluence operation is offline conditioning, which allows an optic to be placed immediately
into high-fluence operation. Last year we reported success in achieving R/1 damage performance for S/1 tests of DKDP that
had been raster scanned by both 355-nm Nd-YAG and 308-nm XeC1 excimer lasers. The excimer laser conditioning
parameters have been refined over the past year. Two significant results are the shift to a XeF laser at 351 nm to reduce
induced absorption and the exceptional improvement of 1 o)-damage resistance of KDP by conditioning at 351 nm.17

REDUCING SURFACE DAMAGE INITIATION

Fused Silica
Fused silica is an inherently good material with respect to surface damage, but flaws induced during finishing have typically
lowered the damage resistance to a small fraction of the dielectric breakdown limit. In order to improve fused silica 351-nm
lifetimes significantly, we explored in parallel the basic mechanisms of laser-induced surface damage, pursued improvements
in conventional finishing, and explored advanced finishing concepts. A summary of that effort is given in Table 3. While the
scientific efforts helped refine our understanding of the damage process, a combination of magneto-rheological finishing
followed by acid etching and 3o) laser conditioning was most successful at solving the problem.

Table 3. Outline of effort over the past two years to improve the surface damage initiation. Scientific and engineering
approaches were pursued in parallel.

Fundamental studies to understand the mechanism of initiation
-- Argonne LIMS of engineered defects
-- TEM characterization of pilot-production optics
-- Spectroscopic evaluation of damage craters

Engineering approaches to improved finishing
--Acid etch to completely remove subsurface damage
-- 3w laser conditioning
-- Repolish after damage initiation
-- Magneto-theological finishing
-- CO2 laser polishing
-- Surface reflow by ion implantation
-- Surface removal by plasma etching

Increasing
difficulty of
implementation

It has been known for some time that surface damage is caused by some combination of subsurface cracks and imbedded

contamination,~8 and possible mechanisms are summarized in Figure 8. Damage can be caused by absorbing particulates in
either the redeposition ("gel") layer or subsurface cracks from grinding and polishing. Recent experiments at both the
University of Rochester and at LLNL find that gold nanoparticles overcoated with a high-quality silica layer damage below
10 J/cm2 at 355 nmJ9,2° Also, nanoparticles of carbon and brass have been found by TEM in the subsurface of a high-quality
optic polished by a potential vendor.21 However, contamination is not required, since both fractured surfaces and clean
scratches and indents also damage below 10 J/ern2, 22 and the damage fluence depends on the amount of mechanically induced
brittle fracture.2°
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Figure 8. Schematic diagram of
damage initiation mechanisms.
The left shows damage initiated
by absorbing particulates either
in the redeposition ("gel") layer
or in cracks, and the right shows
damage initiated by field
enhancement to constructive
interference o flight reflected by
cracks.

Damage IniUaUon Triggered Damage initiation by localized high
by Embedded Absorbers fields due to reflections off cracks

"gel" layer

The classic example of surface damage from contaminants in the redeposition layer is the appearance of gray haze, which is
thought to occur from residual ceria particles used in the polishing process.23’24 This damage mechanism can be eliminated
by either use of zirconia in the final polishing steps or by acid etching. This leaves either cracks or contamination in cracks
as potential damage mechanisms. Even though most subsurface damage does not lead to surface damage at fluences relevant
to operation of large aperture lasers, eliminating cracks would also eliminate the associated contamination, thereby solving
the problem regardless of its precise origin. Also, the remaining issue is one of large-area damage density, since even one
damage site at high fluence will rapidly destroy an optic.

CO2 annealing of the surface has been reported to increase 1064-nm damage resistance by reducing the amount of subsurface
damage as detected by total internal reflection microscopy.25 Although Our initial efforts also showed a -10 J/cm2 increase in
the R/1 damage profile, further work was unsuccessful at finding conditions that would maintain transmitted wavefront
quality.26 Consequently, large-aperture damage density measurements were not attempted. Similarly, a high-temperature
plasma removal process achieved minor increases in the R/1 damage profile, but thermally induced stress and wavefront
issues were not resolved with the modest effort applied. Never the less, the partial success of the CO2 treatment confirmed
that further reduction of subsurface damage during polishing would reduce damage densities.

Another approach was to etch away the subsurface damage by a low-temperature method that would not involve material
reflow. However, etching with neither HF/NH4F nor a low-temperature plasma torch showed significant benefit. Both
tended to convert existing subsurface damage into increased microroughness when present, although the increase is
negligible for high-quality optics. The acid etch technique was explored more completely. However, even when 100-200
btm of material was removed, no significant reduction in damage densities was achieved. Our presumption is that subsurface
cracks tend to run ahead of the etching processes.

Although laser conditioning is routinely used to improve damage resistance of many optics,27 and there is one report of
conditioning at 248 nm,28 it was generally thought not to be effective for improving damage resistance at 351 rim, The
conclusion of no conditioning may be based on the fact that the S/1 and R/1 curves for fused silica, unlike crystals as seen in
Figure 6, are basically within experimental precision. However, the principal concern for large aperture lasers is the low
fluence (<14 J/cm2 at 3 ns), large-area damage densities rather than the high-fluence (>25 J/cm2), small-area damage
probabilities measured by an R/1 test. It is quite important, therefore, that a significant reduction--typically fourfold--in the
low fluence damage densities has been observed repeatedly for high-quality polished optics.29

Finally, samples finished by magneto-rheological finishing were supplied by Zygo Corporation. As received, the samples
had very poor damage performance. However, when residual iron and ceria from the polishing process were removed by
acid etching and residual initiators were reduced by 355-nm laser conditioning, a nearly complete elimination of damage
below 10 J/cm2 and a nearly 100-fold reduction at 14 J/cm2 were obtained.3° The overall progress in damage reduction over
the past years is summarized in Figure 9. This last improvement makes practical the mitigation of the pre-initiated damage
sites, as outlined in a later section.
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Figure 9. Progressive reduction of initiators in fused silica optics through process improvements. The low damage density values
achieved in 2001 were due to a combination of magneto-rheological finishing, acid-etching, and laser conditioning, as seen on the left-
hand figure. Earlier improvements were due to improved management of subsurface damage and elimination of ceria from the final
polishing steps. The1999 data on the right are similar to the "as polished" damage densities on the lefi, which represent the current state
of the art for lenses without MRF.

DKI)P
Surface damage initiation for DKDP is less well understood than for fused silica. Large aperture conversion crystals were
operated in air on Beamlet at an average fluence of 8 J/cm2 with no apparent surface damage.3] Surface damage was present
on some later Beamlet experiments, but it was not clear whether it was due to fabrication defects, the vacuum environment,
or tighter optics spacing. As a result, we embarked on a program to identify defects leading to surface damage on crystals,
which is described in detail by Demos et al.32

A central feature in this effort was the creation of scattering and flourescence mapping facilities with a resolution on the scale
of a few micrometers that can scan and record images of crystals prior to damage testing. Although this work is still in its
early stages, a correlation has emerged between the presence of elongated fluorescent bodies and surface damage. The origin
and composition of these defects is currently under investigation.

MITIGATION OF SURFACE DAMAGE GROWTH

Surface damage initiation would not be a serious problem if the damage did not grow. For example, 1000 damage sites 50
txm in diameter over a 1000-cm2 clear aperture cover less than 0.01% of the area. However, surface damage grows
exponentially in area above a threshold fluence. The threshold fluence is known fairly well for fused silica and is 5.5+ 0.5
J/cm2, independent of pulse length to within experimental precision for pulse lengths in the 1-10 ns range.2 The threshold
seems to be more variable for DKDP, though it is usually higher than for fused silica. Also, DKDP sometimes shows a
transition from slow to rapid crater growth.

Surface damage growth requires an absorption mechanism to supply energy for the absorption. For both SiO2 and DKDP,
damage craters show UV-induced fluorescence. Upon exposure to >2 J/cme of UV laser light, localized plasmas are formed
and merge into continuous plasma across the damage crater at a fluence approximately equal to the damage growth
threshold.33 By eliminating the absorption source, damage growth could be stopped. A variety of approaches were pursued,
which are described in more detail for fused silica in the following paragraphs. The corresponding effort for DKDP is at an
earlier stage and will be reported later.

Parallel investigations for fused silica pursued a basic understanding of the damage characteristics causing absorption and
methods to eliminate either the absorption or its effect on growth. A combination of x-ray tomography,3+ Raman
spectroscopy,35 and UV-induced fluorescence studies36 showed previously that about 10 txm of the fused silica in the bottom
of the damage crater is densified, thereby forming a variety of absorbing defects without changing the overall stoichiometry
of the material. Modeling this year confirmed that the densification and enhanced absorption is a direct’result of the shock
wave formed by the damage event.37,38 Although a detailed model of the damage growth process has not been developed, it
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is also clear that the surrounding crack network both weakens the surrounding material as well as provides the opportunity
for additional absorption due to locally enhanced intensity via reflections and scattering.22

Consequently, it is clear that damage growth can be stopped only by either removing or remelting the damaged material. An
initial attempt at removing the damaged material by whole surface HF etching was reported last year;39 this method was only

partially successful. During the past year, localized surface removal and modification methods were explored, including acid
etching, plasma etching, and CO2 laser treatment.4° The latter was the most successful, as well as the easiest to implement.41

An important result reported in this proceedings showed that only local melting, not ablation, is needed to stop damage
growth on large damage sites formed at 45 J/cm2 (355 nm, 8 ns) for subsequent exposure up to 14 J/cm2 (10 ns). Very recent
work has improved the process so that smaller damage sites initiated at 355-nm fluences up to 14 J/cm2 (3 ns) can survive
subsequent exposure to 14 J/cm2 (3 ns) (W. Molander, unpublished results, 2001).

An alternate approach of stopping or slowing damage was also explored and is reported here for completeness. It was
hypothesized that variations in trace sPecies, such as water or fluorine, in the fused silica might alter its susceptibility to
damage growth, either through changes in the propensity to form absorbing defects or by slight changes in mechanical
properties. Various specialty grades of fused silica were acquired and polished by a standard process. Damage was then
initiated at 45 J/cm2 (7.6 ns) and exposed to fluences up to 12 J/cm2 (11 ns). As shown in Figure 10, however, there is 
difference in damage growth for any of these materials, confirming that the factors leading to damage growth are intrinsic to
fused silica.

UV VACUUM EFFECTS

Previous work showed that the surfaces of both fused silica and DKDP degrade upon prolonged exposure to 355-nm laser
light. 5’6 For fused silica, a thin layer of sub-stoichiometric SiOx is formed, which absorbs some of the 355-nm light and
fluoresces in the visible and IR. Operational experience for the spatial filters of the Optical Science and Slab Lab lasers has
found that only a few millitorr of air are required to prevent its formation. Similarly, 10 Torr of air eliminates an observed
increase in surface crater damage.5

During the past year, the effect of gas pressure on UV-induced surface degradation was explored in more detail for DKDP.42

DKDP shows two deleterious effects---absorption-fluorescence and roughening-scattering. Although neither are understood
in any detail, both can be eliminated by the presence of gas, either air or nitrogen, at the 1-10 Torr level. As a result, the
debris shield seal in the N1F final optics assembly was modified so that the fmal optics can operate at 10 Tort, thereby
eliminating the potentially deleterious effects of vacuum.
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have no detectable affect on growth.



OPERATIONAL STRATEGY FOR THE NIF FINAL OPTICS

With these advances in both understanding and control of laser-induced damage, an improved operational strategy for the
N1F final optics was devised. The basic elements are given in Figure 2, and an expanded view of the post-
processing/recycling aspects is given in Figure 11. The basic concept is to precondition any optic susceptible to damage, pre-
initiate and mitigate any surface damage, establish environmental conditions that minimize damage during operations (see
preceding section), and then retrieve and repair optics damaged during operations.

Optic from Vendor (Initiator densities reduced as possible)

IScan to initiate [
sites up to
-12 J/cm2

Remove optic: ~ Discard
¯ "" refurbishable?~1 optic

QA Scan
Further damage?

If damage If no
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,..
Continue I
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Figure 11. Schematic diagram of the final optics post-processing and recycling scheme.

One of the main issues to be considered for optics lifetime predictions for this strategy is the effect of beam contrast during
both post-processing and subsequent operation. The mitigation process is shown schematically in Figure 12 for a surface
damage density distribution from an MRF-polished part. The presence of beam contrast means that there is no sharp cut-off
fluence for which surface damage sites have and have not been initiated. Multiple passes with a migrating contrast increase
the mean exposure fluence and narrow the distribution, as shown in Figure 3. For this particular example, 5 passes at 12
J/cm2 with a beam having a 15% contrast, effectively pre-initiates all sites below 11 J/cm2 and initiates few above 15 J/cm2.

This corresponds to about 50 damage sites for an MRF-polished part.
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Figure 12. Schematic representation of the mitigation process statistics for an MRF part. Damage sites at the low end of the beam fluence
distribution are not fully initiated, while others are initiated at the high end of the fluence distribution that would not initiated on line.
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After installation, there is a finite probability that a residual defect is exposed to a high fluence portion of the beam. Using
Equations (1) and (3), one finds that it takes on average -7600 shots at 8 2 with15% beam contrast for ahot spot i n the
beam to find a residual defect. (This is probably an overestimate of the lifetime due to the potential presence of
contamination induced damage.) Once initiation has occurred, the damage site grows to unacceptable size in tens of shots at
8 J/cm2. Consequently, the optic must be retrieved and repaired promptly. To accomplish this, the conversion crystals and
final focus lens are now held in a line-replaceable cassette, enabling rapid retrieval, repair, and replacement upon damage
detection.

SUMMARY

A combination of fundamental science and engineering improvements have led to greatly improved damage performance of
large-aperture UV optics such as those to be used on the National Ignition Facility. Elimination of bulk inclusions in fused
silica and improvements in KDP growth and laser conditioning processes has essentially eliminated those mechanisms for
operation at an average fluence of 8 J/cm2, and modification of the final optics assembly to operate at 10 Torr eliminates
vacuum-enhanced surface degradation mechanisms. Advances in fused silica finishing have greatly reduced the subsurface
damage and reduced surface contamination, resulting in only -50 surface damage initiation sites for 40-cm scale optics. Pre-
initiating these sites offline and spot treating them with a CO2 laser eliminates the formation and growth of these sites online.
Progress has also been made on understanding the origin of surface damage on crystals. These advances have been combined
into a new concept of pre-initiating and repairing damage prior to installation, then frequently inspecting the optics during
operations to retrieve and repair the optics prior to development of unacceptable levels of damage. This process not only
allows the optics to be recycled several times but also reduces the collateral damage on neighboring optics.
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Performance of Thin Borosilicate Glass Sheets at 351-nm

P.K. Whitman M. Staggs C. W. Carr

S. Dixit W. Sell D. Milam

ABSTRACT

Commercial thin borosilicate glass sheets have been evaluated for use as a single-shot optic "debris shield" to separate the
radiation and contamination produced by the inertial confinement fusion (ICF) experiment from the expensive precision laser
optics which focus and shape the 351-nm laser beam which irradiates the target. The goal of this work is identification of
low cost materials that can deliver acceptable beam energy and focal spots to the target. The two parameters that dominate
the transmitted beam quality are the transmitted wave front error and bulk absorption. This paper focuses on the latter. To
date, the materials with the lowest linear 351-nm absorption have also generally demonstrated the lowest non-linear
absorption. Commercial materials have been identified which approach the beam energy and focus requirements for many
ICF missions.

INTRODUCTION

The interaction of high intensity laser light with glass can result in both reversible and permanent changes in optical
properties. Excellent treatises on (reversible) two-photon absorption in dielectric materials can be found in ChaseI and
Smithz. The interaction of solar or laser radiation can also produce free electrons or holes which can be trapped in structural
or chemical defects in the glass resulting in ’color centers’ or ’solarization’. Bishay3 and Griscom 4,5 published detailed
discussions of color centers induced in multicomponent glasses including borosilicates. The linear and non-linear optical
properties of potential fusion-laser materials were investigated extensively in the early 80’s6. Non-linear absorption,
solarization, bulk damage (platinum inclusions) and nonlinear refractive index all limit the utility of borosilicate optical
glasses, such as Schott BK-7, as thick transmissive optics in high-peak-power applications at 351-nm. We propose that thin
commercial borosilicate glass sheets could function as low cost optics that can deliver acceptable beam energy for a limited
shot sequence on an ICF laser. In order to assess the feasibility of specific commercial thin glass sheets, we have measured
their transmittance under irradiance by 351-nm, 3-ns laser pulses at various fluence levels.

EXPERIMENT

Materials preparation and measurements
All materials were tested as-received from the vendor. With the exception of the Hoya NA-35 substrates, all test sample
surfaces were as-formed - i.e. drawn or float glass surfaces. The Hoya NA-35 substrates were mechanically polished after
forming. All optics were cleaned, but not anti-reflection coated before testing. Material composition is shown in Table 1.

Table 1: Test matrix materials
Sample ID
Schott Borofloat®1

Schott D263
Cornin~ 02112
Hoya NA-353
Schott BK-7

Test Thickness (mm) Forming process Type
1.1 and 3.3 float borosilicate
l. 1 drawn zinc borosilicate
0.4 drawn zinc borosilicate
0.9 Drawn & polished aluminosilicate
for reference cast borosilicate crown

Major constituents (in addition to SiO2)
B203, Na20, A1203

B2Os,Na20, K20, ZnO, AI203,TiO2
B~Os,Na20, K20, ZnO, A1203,TiO2
AIzO~, B~O~ BaO, CaO~ SrO
B2Os,Na20, K20, BaO

Test facilities
Two test facilities were used in these experiments. Initial experiments were conducted on Coming 0211 zinc borosilicate
glass sheet on our Optical Sciences Laser (OSL) using a setup similar to that previously described in Whitman8. The Q-
switched Nd-glass OSL laser produces 1053-nm pulsed output that can be frequency tripled to 351-nm; the output beam has

1Schott Corporation, Yonkers, NY
2 Coming Inc., Coming, NY
3Hoya Corporation USA, Fremont, CA
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an approximate "top-hat" temporal and spatial intensity profile. Figure 1 shows the test system and diagnostics layout.
Dichroic mirrors were used to separate the 351-nm beam from the residual light’at 1053 and 527 nm. A plane near the KDP
crystals was imaged by a single lens onto the sample. Input diagnostics allowed measurement of the pulse energy, temporal
waveform, and the fluence distribution in an "equivalent sample plane". Fractions of the output beam were observed by a
calorimeter and a photodiode that were used to monitor relative changes in the laser output that occurred when the sample
was inserted into the beam and when the fluence in the input beam was increased. The output beam pulse length was 3-ns at
351-nm.

Beam
KDP dichroic dump
n n lO)&2o> /7

glass
)le

silica

CCD
diodl

Vacuum
chamber

silica

ca

Beam

?m0
diode

Figure 1. Experimental arrangement for the Optical Sciences Laser (OSL)

The second test facility was assembled specifically for these experiments. A Coherent Infinity tripled Q-switched Nd:YaG
laser provided the ~ 3-ns (FWHM) 355-nm Gaussian (temporal and spatial) test beam. Figure 2 shows the layout for 
experiment. Vacuum photodiodes and a boxcar integrator recorded the intensity of each 3-ns, 355-nm pulse as a voltage.
The transmittance was determined by the ratio of voltages before and after the sample and normalized by the ratio without a
sample in place. All samples were illuminated at a two-degree angle of incidence.

~
-~ lm R. 2m ::

Vacuum
Photodiode

~mple

vacuum
Photodiode

Figure 2: Experimental arrangement for the Coherent Infinity laser experiments

RESULTS

Transmittance of a 351-nm flat pulse

Figure 3 gives the results of our measurements of transmittance as a function of incident 351-nm fluence for the 3-ns flat
beam produced in the OSL experimental setup described above. Transmittance was defined to be the ratio of output to input
energy that was measured with the sample in the beam, divided by a value of the same ratio that was measured before the
sample was installed. From a line that was fitted through the data, we estimate that the transmittance varied from about 88%
to 76% as the fluence increased from 0 to 10 J/cm2. The low power measurement of 88% is close (within error bars) to the
spectraphotometer transmission measurement of 90%. The linear variation of the transmission with 351-nm fluence is
indicative of a two-photon absorption process whose source has not yet been identified.
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Although there was no visible surface damage to the ~ 0.90
sample for these single shot irradiation experiments, there

I was visible sample discoloration (’browning’) for incident "~ o.85
fluences around 5 J/cm2 or higher. This is possibly some ==0.80
form of color center formation. The sample discoloration
increased with increasing fluence levels. We have not 0.75

done a systematic study of its causes or tested whether o.70-
thermal bleaching could recover the original sample
transmittance.
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375-micron-thick borosilicate glass.

--From fitted line:
Transmittance = 0.885 - 0.0123*fluence

I

4 6 8 0

fluence (J/cm2 at 351 nm)

For each shot, waveforms were captured by SCD50000 Figure 3. Transmittance of unpolished borosilicate glass
digitizers. Figure 4 shows the waveforms for one shot sheet (Coming 0211) as a function of incident fluence in 
that was recorded before the sample was loaded, and for
all seven shots that were used to determine the

3-ns, 351-nm pulse.

transmittance. They were normalized such that voltages
within the half-power points have average value of unity. The systematic variation of these waveforms with increase in
fluence is slight. At low fluence the output power tended to be slightly low at the first of the pulse and slightly high at the
end of the pulse. That trend was reversed for shots at highest fluence, see Fig. 4. However, the power reduction at the end of
the pulse was not as large as the 8% calorimetric deficit. The absence of pulse shape distortion also indicates that the cause
of the transmittance loss is most likely a bulk effect (such as a two-photon-induced absorption process) in the glass itself.

Transmittance of a 355-nm Gaussian pulse
Figure 5 shows the results of our measurements of transmittance as a function of incident 355-nm fluence for the - 3-ns
Gaussian pulse. All of the samples measured exhibited behavior that is characteristic of nonlinear absorption. Several
displayed a linear variation in transmittance as a function of fluence that is indicative of two-photon absorption. Of the
samples examined, Hoya NA-35, 0.9 mm in thickness, had the least loss overall. The transmittance varied with intensity
from 89% at 4 J/cm2 to 87% at 12 J/cm2.

95

90

85

~ 80

,5
70

65

60

¯ ~ olX I~ ¯
¯ ¯ ¯ OX

X

A

A

X Schott Borofloat*, 1.1 mm I

&

¯ Schott Borofloat , 3.3 mm
A Schott D263, 1.1 mm
¯ Coming 0211,0.4ram

¯ Hoya NA--35, 0.9 mm ¯

0 2 4 6 8 10 12

Peak Fluence (J/crnz)
14

Table 2 summarizes the result of linear least squares regression fits
to the data. The extrapolated y-intercept should represent the linear
absorption plus the Fresnel reflection losses; for most samples there
is good correlation between the transmittance measured on a
spectrophotometer and the y-intercept. For borosilicate materials
(refractive index around 1.53), Fresnel losses limit the maximum
transmittance to no more than -90%. Extrapolated y-intercepts
greater than 90%, in combination with the poor linear fit suggest
that non-linear absorption cannot fully account for the observed
transmittance of the Schott Borofloat® samples. In this
experimental setup, the beam size was approximately 1-mm FWHM
- so small surface damages or ’browning’ would most likely be
undetectable without magnification.

Figure 5: Comparison of transmittance of thin
borosilicate glass sheets as a function of incident fluence
in a 3-ns FWHM Gaussian 355-nm pulse.
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Figure 4. Comparison of the 3 51-nm input and output pulses through a 3 75-I.tm-thick zinc-borosilicate

glass sheet (Coming 0211) at various fluence levels. The frame at the upper left is without the sample
in the beam path and provides a measure of the errors in the pulsed shape measurement.
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Table 2: Comparison of transmittance parameters for four different commercial borosilicate glasses

Test sample

1.1ram Schott Borofloat~

3.3mm Schott Borofloat~

l.lmm Schott D263
0.4 mm Coming 0211
0.9mm Hova NA-35

Measured
transmitta

nce1

Extrapolated
"zero-flnence"

intercept
96.2%

Intensi~-dependent
absorption loss at 355-nm

(%/J/cm2)

Quality of
linear fit (R2)

91.5% -1.0 0.878

91.7% 91.4% -0.40 O. 784

84.8% 86.8% -1.97 0.996

89. 8% 84. 7% -0.30 0.905

91.2% 89.3% -0.02 O. 797

Extraction of non-linear absorption coefficient
In order to predict material performance for different irradiance pulse shapes, we must extract the non-linear absorption
coefficient (_) from the raw data. To do this, both the temporal and spatial profiles of the incident laser pulse must be taken
into consideration. Following Smith2, the change in intensity, I, propagating in the z-direction through an optic with one- and
two-photon absorption coefficients o~ and _, and one-and two-photon-induced solarization s~ and s2 respectively is described

by equation 1:

dl/dz = -c~J - [312 - s l I - s 2 I (1)

Ignoring the solarization terms, the total transmittance through thickness L is becomes:

T = TITuL = I(z)/Imc (2)
where Iinc and I(z) are the incident and transmitted intensity, respectively, and the linear transmission factor, TL and the non-

linear transmission factor, T~L, are defined as follows:

TL = (1 - R)2 e-~z (3)

. TuL = (1 + Q)-’ (4)

and Q= ~(l_R)Imc(1-e-°~)/a
(5)

where R is the Fresnel surface reflectance. Then for a flattop -square pulse incident beam, such as we have on OSL,

1/T = 1 + flliNc z (6)
and the slope of a plot of 1/T vs. incident intensity yields the non-linear absorption coefficient, _, directly. For a fiat-square

spatial and temporal profile, the total transmittance, TF, can be rewritten:
1

rr = TL 1 + Q (7)

In contrast, the total transmittance for a Gaussian-Gaussian spatial and temporal profile, To, is given by Smith: as:

TG = TL~(-Q)n-ln -1"5 Q<I (8)

n=l

To convert the Gaussian beam data to the transmittance expected for a flat beam, we must calculate Q and then multiply the
measured transmittance by the ratio of TF/T~. Figure 6 shows results from such a calculation for the Coming 0211 zinc
borosilicate sample. The excellent agreement between the fiat beam and the Gaussian beam experiments gives us confidence
that the non-linear absorption coefficients extracted using the small-beam Gaussian experiment setup are reliable.

To determine the non-linear absorption coefficient _ for the remaining materials, we use the following algorithm. TL is

known (measured). Guess _, calculate Q and To. Minimize the difference between the measured and calculated
transmittances, T. The results from these calculations are shown in Figures 7a - c, and summarized in Table 3. For
comparison, one- and two-photon absorption coefficients for BK7 and BK10 glasses are also included in Table 3.

Two different sample thicknesses were measured for one material (Schott Borofioat®). Unfortunately, this was the only
material which deviated substantially from the bulk absorption model, as is evident from the higher losses observed in the
thinner (rather than the thicker) part as well as the deviation from linear fit in Fig. 7c. Although surface damage was not
evident with the naked eye, it cannot be ruled out. Alternately, this particular glass is manufactured by a float process and it
is possible that a thin surface contamination layer could have strong non-linear absorption. We have reported non-linear
absorption coefficients for this material, but one can at best interpret this data as an upper bound.
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Test Sample UV- (x/cm

!edge cm/G
0.95

® W 0.9SehottBorofloat , 1.1 mmthickI 4.3 eV 0.016 0.435
~ [*OSL I

I
Sch°ttB°rofloat®,3.3mmthickt 4.3eV 0.032 0.110

~ 0.85" ,[] [.Gaussian I
iHoya NA-35, 0.9 mm thick1

4.4 eV 0.118 0.360
Coming 0211, 0.4 mm thick2

3.9 eV 0.937 1.245 "~ * []C°ming0211,0.4mmthickz
3.9eV 0.637 0.950

~ 0.8-
* : !

Schott D263,1.1 mm thick~
3.9 eV 0.708 2.376

SchottBK733 4.4eV 0.036 0.006 0.75- ¯Schott BK10 4.7 eV 0.007 0.0045

I

Schott BKIO, antisolarant3
4.7 eV 0.013 0.01 0.7 , , ,

Table 3: UV-cutoff edge (5 cmt), linear and non-linear 0 1 2 3 4 
absorption coefficients for test matrix are compared to Intensity (GW/cm~)
literature values for BK optical glasses. ~Calculated from

Figure 6. Comparison of Gaussian-Gaussian
ithis work, 3-ns Gaussian beam. 2Calculated from this

beam data converted toflat-square beam (or 
work, 3-ns Flat Pulse (OSL). 3from Smith6.

0.94, fl= 1.24) vs. data measured on OSL using
fiat-square beam for Coming 0211 borosilicate
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DISCUSSION

Published values for two-photon absorption in transparent dielectric materials, such as the borosilicates that were measured in
this work, are typically 1 - 2 orders of magnitude smaller than our reported non-linear absorption coefficients. In the case of
the Schott Borofloat® material, it is clear that linear and non-linear absorption alone cannot explain our observed losses. In
this case, it is suspected that surface loss is a dominating influence. But the remaining samples follow a linear fit with l/T,
suggesting linear and non-linear absorption is the dominating loss mechanism. Because we have good correlation between
the flat and Gaussian beam experiments conducted in two different laboratories, it is unlikely that the measurements
themselves are awry. Rather it is more likely that we are measuring a combination of two-photon and other excited-state
absorption phenomena that follow the nonlinear absorption. The observation of sample discoloration (’browning’) after 
single shot is confirmation that at least some long-lived induced absorption is occurring.

To first order, non-linear absorption in our commercial borosilicates appears to be strongly correlated with linear absorption,
see Figure 8. Linear absorption is expected to follow the Urbach

10.

o1
~ o.o~

c

0.001
3.5 3.7 3.9 4.1 4.3 4.5

absorption edge (eV)

ruleg: the log of the absorption coefficient is proportional to the
difference between the energy of the incident photon and the
fundamental band gap. For all materials tested, the two-photon
energy (6.99 eV) exceeds the UV-ed~e (5 cm’]), and two-photon
absorption is energetically expected.

Figure 8. The non-linear absorption coefficient fl
is strongly correlated with the UV absorption edge

providing an effective trap for the ionized electrons produced for
example by photo-ionization of "colorless" Fez+ to the strongly-
absorbing Fe3+. The materials in this study are all used in optical or
flat panel applications where visible absorption must be kept to a
minimum. Hence, the concentrations of known colorants such as
iron are at the ppm level, and the vendor-to-vendor variation that we
see appears to be driven more by base glass composition and
forming conditions than impurities per se. Indeed, Figure 9 shows
no correlation of absorption with any of the common trace
elements. Compared to pure amorphous silica, B and A1 would be
expected to lower the UV cutoffwavelength; Ti, Li, Na, K, and Ba
would be expected to raise the UV cutoff (although much less
effectively than Fe3+) and Zn should either raise or have no
significant effect on UV-cutoff depending upon forming conditions
and other constituents13.

The two materials with highest non-linear (and highest linear
absorption) are both zinc borosilicates. The complex interaction of
melting conditions, photochemical reactions, structure, multivalent
additives, and trace impurities which lead to induced absorption make
it difficult to predict performance of these multi-component glasses a
priori. Efimov]°’11 investigated the role of iron impurities at
concentrations up to 0.1% in multi-photon absorption and photo-
induced changes in crown alkali silicate glasses such as Schott BK-7.
The presence of arsenic or antimony can enhance solarization]2 by
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concentration

Figure 9. There is no strong correlation
between non-linear absorption and Fe
concentration with or without As and Sb.

CONCLUSIONS

We have measured linear and non-linear absorption losses for commercial borosilicate glasses. Observed losses include linear
and non-linear absorption as well as scatter from damage during the pulse. A strong correlation was found between linear
absorption and transmittance at 351-nm for laser intensities in the GW/cm2 range. Several promising debris shield
candidates have been identified for single (or a few) shot service at these high intensities.
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Initiation, Growth and Mitigation of
UV Laser Induced Damage in Fused Silica

A.M. Rubenchik M.D. Feit

ABSTRACT

Laser damage of large fused silica optics initiates at imperfections. Possible initiation mechanisms are considered.
We demonstrate that a model based on nanoparticle explosions is consistent with the observed initiation craters.
Possible mechanisms for growth upon subsequent laser irradiation, including material modification and laser
intensification, are discussed. Large aperture experiments indicate an exponential increase in damage size with
number of laser shots. Physical processes associated with this growth and a qualitative explanation of self-
accelerated growth is presented. Rapid growth necessitates damage growth mitigation techniques. Several
possible mitigation techniques are mentioned, with special emphasis on CO2 processing. Analysis of material
evaporation, crack healing, and thermally induced stress are presented.

INTRODUCTION

The damage of optical elements is one of the main concerns for builders of large laser systems. The problems are
especially severe for UV optics due to the more efficient interaction of high-energy photons with optical
materials. Powerful laser light initiates a breakdown in fused silica and ionized material effectively absorbs laser
radiation. This absorbed energy generates high temperatures and pressures and modifies and destroys the fused
silica. The spatial extent of damage increases with repetitive pulses so that finally the optic becomes
nonfunctional due to large obscurations or mechanical failure.

In the present paper, we discuss the physical phenomena associated with damage initiation and growth in fused
silica, as well as methods to mitigate growth. Typically, laser damage studies deal with damage threshold [1].
However, the useful optics lifetime is determined mainly by the damage growth rate with repetitive pulses. Even
the observable damage threshold is strongly influenced by damage growth during the laser pulse. As a result,
much of our focus will be on damage growth.

First, we discuss the relations between intrinsic and defect-related damage. What kind of defects can initiate
damage and how are they related to the polishing process? Laser absorption in defects and the surrounding
matrix generates high pressure and temperature and produces a microexplosion. We will estimate the absorbed
energy density and generated pressure and will evaluate the crater size, and extent of damage.

Damage sites continue to grow with repetitive pulses. We will discuss the growth mechanisms and experimental
data on growth rate of damage spots. A qualitative explanation of the observed self-accelerated damage growth
will be presented.

Optics lifetime extension requires mitigation of damage growth. Among the few mitigation schemes explored,
mitigation by CO2 laser radiation looks most promising. We will analyze the physics of this mitigation process
and will discuss the optimal mitigation schemes

INTRINSIC AND DEFECT-RELATED DAMAGE

Optical damage is produced by laser energy deposition in nominally transparent material. The photon energy is
smaller than the bandgap and, hence, laser damage is intrinsically a nonlinear process. The physics of damage is
evident for the case of ultra-short laser pulses[2]. If the laser pulse duration is shorter than the electron-phonon
scattering time of about 10 ps, heated electrons have no time to transfer energy to the lattice during the laser
pulse. Again because the pulse is so short, a large number of seed electrons is necessary for dielectric breakdown
to occur. These can be produced by multiphoton ionization. Oscillating in an intense laser field, the electrons

j ;



collide with atoms and are heated. When the electron energy exceeds the bandgap a new electron is produced by
~unpact ioniza~on and an electron avalanche is initiated. For short pulses~ the only factor limiting development of
me avalanche is me pulse duration.

To produce macroscopic damage, one must deposit a minimal energy per atom on the order of the lattice binding
energy. Practically, one considers the optical material to be at the threshold for damage when the density of free
electrons reaches the plasma critical density, 1021 cm-3 for I ~am light. At the critical density, laser light absorption

¯ becomes very efficient, so the deposited density of laser energy is extremely high -sufficient to produce
macroscopic damage. Ultimate manifestations of damage-material melting and ejection, crack formation, etc.
takes a much longer time to form. Typically, they are produced well after the USLP pulse termination.

Because the processes determining threshold are intrinsic to the material, the threshold fluence for USLP is well
defined, reproducible, and independent of spot size.The physics of damage initiation is much different for pulse
durations well above 10 ps. In this case the energy electrons gain through collisions with atoms can be balanced
by the energy transfer from electrons to the lattice. To keep an electron avalanche going the energy gain must
overcome losses giving the criteria for avalanche existence [2]

(~E2>~Uph (2.1)

Here E is the laser electric field and Uph is the typical phonon energy. The electrical conductivity, c, and the rate
of energy transfer to the lattice, Y, are taken for electron energy near the bottom of the conduction band. The
electron collisional rates and energy transfer rates in fused silica have been measured experimentally [3]; for 1 }am
light the critical intensity Ia to establish the avalanche is estimated as 80 GW/cm2 [2]. If we assume the Drude
formula for the conductivity for 355 nm light, we find Ia=150 GW/cm2. The above estimate is only a lower
estimate for the intrinsic damage threshold of long pulses, since other possible energy losses are disregarded.

From Eq.(2.1), it follows that the intrinsic threshold fluence is proportional to pulse duration x. This result is 
strong disagreement with multiple experimental data [4] which demonstrates a scaling Fth-Zx , 0.3<x<0.5. The
intrinsic threshold fluence at 355nm for a 3 ns pulse according to the above estimate is about 450 J/cm2, at least 50
times higher than the typical threshold fluence observed in experiments.

These facts indicate that the threshold for long pulses is actually determined by defects in the nominally
transparent material. The occurrence of damage depends on the probability of finding suitable defects so that the
damage probability now increases as the laser spot size increases. For small laser spots, the threshold fluence can
be very high, close to the intrinsic threshold.

As a result of the probabilistic nature of defect caused damage, the threshold fluence is not an adequate
characteristic of the material. A more useful characteristic, which can be assumed independent of spot size and is
a function of the material only is the density of defects damaged at given fluence n(F) [5]. Typically, the
dependence on fluence is a power law where k is typically -8-12.

n(F)=bFk (2.2)

Materials are available for modem large optics in which the optical quality is high enough that bulk damage is
either rare or completely absent compared to surface damage. Most of the observed damage is concentrated near
the optics surface and, consequently, associated with defects arising from the polishing process. More prevalent
and dangerous is the rear (exit) surface damage. For front side damage, plasma produced by the laser pulse
shields the material and reduces material destruction. For rear side damage, the absorption zone moves toward
the beam and laser energy is deposited inside the optical material. The confinement of the plasma produced
increases the generated pressure and increases material destruction [6]. As a result, rear side damage is more
visible and dangerous.

INITIATORS AND POLISHING PROCESS.

Damage in fused silica is typically localized on the surface and is related to the polishing process. Contributions
to the damage initiators potentially include distributed point defects, residual micro-inclusions produced by the
polishing process and microcracks generated during the polishing process. For high quality polishing, the
thickness of material modified by polishing does not exceed I lam [7].

First, let us evaluate the role of point defects. To damage material one must heat it up to some high temperature
To ̄  At high temperature, the bandgap collapses and the material starts to absorb laser light, thereby initiating a
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thermal explosion. The exact value of To is not known, but the results arenot sensitive to this value. We will use,
for estimates, TO ~2000°C. During a nanosecond pulse, thermal conduction is negligible and the local temperature
increase can be estimated from the energy balance.

pcT= aF

For fluence F=5 J/cm2, to increase temperature by To the absorption coefficient a must be larger than 300 cm1. For
homogeneously distributed defects the susceptive parts of material must have a high absorption and must look
black. Fused silica can have a variety of point defects, see e.g. the review [8]. To estimate the number of defects
needed we suppose that every defect can absorb 2 eV of energy. This corresponds, for example, to non-bridging
oxygen centers (NBOC). It is easy to see that to heat the material up to T~ To the density of defects n must 
about 10zz cm3. This density is too high to be real, and we can conclude that distributed point defects can not be
responsible for the observable damage. It is realistic if the defects are combined into small clusters or if some
small inclusions are present in the material. Such an absorber can be, for example, ceria microparticles, which are
commonly used in the polishing process.The energy absorbed by a small particle with radius a much smaller than
the laser wavelength is Q=aIna2. The absorption efficiency ~-G/rca2 is given by expression [9]

] n212no.)a Im nz 1 -4 1 Cot(ka) = 12noga Im

c e+Zn 2 6 2(ka) z 2-~ J c e+Zn2
(3.1)

Here n=1.5 is the refractive index of the glass matrix and e is the dielectric constant of the particle. The ceria
particle refractive index at wavelength 355 nm is qe =2+0.2i [10]. For this case ot=0.4503a/c =0.008a nm1 Due to
the small particle size the temperature distribution can be treated as stationary. For linear thermal conduction, the
temperature To near the particle surface is given by the formula

c¢/a (3.2)To-
4~:

A plot of the ceria particle temperature as a function of the inclusion radius a is presented in Fig.1 for laser
intensity 3 GW/cm2 and thermal conductivity w=0.02 W/cmK. The temperature dependence of the thermal
conductivity doesn’t change the situation qualitatively even for very small inclusions, and particles a few tens of
nanometers in size can initiate damage in fused silica.
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Fig. 1 Temperature of ceria nanoparticle as function
of inclusion radius (nm). Inclusion is heated by UV
radiation with intensitv 3 GW/cm2
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The idea of nanoparticles being the main cause for damage initiations has been discussed in many publications;
see e.g.[11]. At first glance, the idea is inconsistent with experiments. From Eq.(3.2) one can see that the
threshold fluence for a fixed size particle is expected to be proportional to the pulse duration. As we discussed
above, the experimentally observed threshold fluence varies with pulse duration as a fractional power between
0.3 and 0.5 [4]. The contradiction can be resolved if we assume that the material has an ensemble of
rnicroinclusions of various sizes. It is possible to show that for a given pulse duration, the most dangerous
inclusions are of a size comparable to the thermal diffusion length 1N4D~[ 12,13]. Detailed calculations result in
pulselength dependence of threshold consistent with experiment [13].

Damage initiation is often associated with microcracks. We can present several arguments to suggest why this is
so. First, microcracks can effectively trap inclusions, thereby protecting them during the cleaning procedure.
Second, microcracks can produce field enhancements both as a result of electrostatic enhancement originally
pointed out by Blombergen [14] and by interference of light refected and scattered by cracks [15]. Also, the
presence of cracks weakens the material. The deposition of the same amount of energy in the weakened material
can produce damage of a greater extent and, hence, more noticeable. Experiments by Hamza et al with artificial
cracks demonstrate a direct correlation between the drop in damage threshold and the magnitude of material
cracking [16]. Consequently, an improvement in the polishing procedure, e.g., reducing the number of
rnicrocracks by gentler polishing, can reduce the initiator density substantially [17].

THERMAL EXPLOSION AND FIREBALL GROWTH

When the temperature around the inclusion reaches a critical value, a thermal explosion takes place. This involves
the rapid expansion of the heated region into the glass, which is then ionized. It occurs because the plasma
produced by the initially absorbed light radiates UV, which is strongly absorbed in the matrix resulting in heating
and an increase in the absorption coefficient of the glass. The situation is very similar to a laser-supported
ionization wave, with the main difference being that for a small inclusion the ionization front is spherically
symmetric. In the following, we assume the Drude model for the dielectric coefficient of the plasma: ii

E=l / n~/ =-he (1-~] (4.1)

I

nc

nc \

where r~ is the electron density, n¢ is the critical density, and v is the electron collision frequency.

IConsider the situation having the plasma density in a fireball close to critical and the electron scattering rate
smaller than the light frequency. We assume that most of the absorbed energy is spent ionizing the material and

-only small part of the absorbed energy is spent heating the material. The rate of growth of the plasma ball can be

!estimated from energy balance:

nelo 4Fwt2 da = cyl(t)
dt (4.2)

Here I0 is the ionization potential and r~ is the electron density. If one uses 0nly the first term in Eq (3.1) for the
absorption cross section, the radius of the fireball grows exponentially: a = a(0) exp G, where the growth factor
G is given by

G=10F°)Im 
nloc e + 2 (4.3)

The growth factor is independent of pulse duration and is determined by the fluence only. Let us discuss the
value of the electron density in the plasma fireball. The plasma temperature in this very dense plasma cannot be
higher than a few eV due to huge radiation losses. Experimental data of Carr et al [18] indicates a plasma
temperature below I eV for fluences of about 10 J/cmL The equilibrium electron density at this temperature,
determined from the Saha formula, is much smaller than the critical density and cannot provide the effective
absorption.
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The additional non-equilibrium ionization is produced by laser radiation. Free electrons oscillate in the laser
electric field, gain energy due to collisions and produce new free electrons. The ionization rate by electron impact

is given by
dne _ otlne

(4.4)
dt

We will take the coefficient a from ref[2], for fused silica c~~10 cm2/nscGW. One can see from the arguments
presented in ref[2] that a for the dense cold plasma must have the same order of magnitude. For laser intensity
I=2 GW/cm2, the ionization time is about 50 ps. We see that the impact ionization can easily increase the electron
concentration during the pulse up to the critical value. Electron density cannot greatly exceed the critical density
value. In this case, the absorption depth becomes smaller then the fireball radius and the absorption efficiency
drops. For absorption at 3c0, a solid state density even about ten times critical, ionization potential of 10 eV,

fluence F of 10J/cm2, and scattering rate 0.5 of the optical frequency, the growth factor G (4.3) is about 10. Taking
into account the growth of absorptivity with increase of radius, we can say that if plasma formation starts, the

plasma ball will rapidly grow to a size for which ka>l, k= 09/~. In this case ka>>l while k0a<<l the absorption
C

cross-section is
2 1

rr = 6Za nRe~
(4.5)

which grows only proportionally to the geometric area. Using Eq. (4.5) for the absorption cross-section, we have

t

1 ~I(t)dta(t) = 3.5Rear~ -~ni° (4.6)

The plasma sphere radius at the end of the pulse is seen to be

1 F
a = 3.5Re ~ nlo

(4.7)

where F is the fluence and I0 the ionization energy.

For the parameters used above, this radius a is about 500 nm, comparable with the size of wavelength. Now the
Strongly absorptive plasma ball shields its rear surface. There is no simple description for fireball absorption; Mie
theory must be used to calculate it [19]. The plasma can expand toward the laser light from the front surface like
the laser-supported detonation wave (LSDW). But the lateral losses due to thermal conduction and light
scattering arrest the LSDW propagation. As a result the fireball doesn’t grow larger then the laser wavelength.

We argued above that absorption of laser light by small particles can produce a plasma fireball with size
comparable to the laser radiation wavelength ~.. Such a fireball of size, a, will absorb almost all incident energy, so
the energy of the fireball can be estimated as E~FnT~2, where F is the laser fluence. The energy density in the
fireball is about F/4/3~,. For a fluence of F=5 J/cm2 and ~,-350 nm, the total deposited energy is about 20 nJ and
the energy density is~110 kJ/cm3, approximately 10 times larger than the typical evaporation energy density Ee.

One can obtain a better estimate for the energy density in the fireball from a fireball temperature measurement
[18]. It was found that the temperature of the fireball 10 ns after the pulse is about 0.5 eV. Due to the confinement
by the surrounding material, the density in fireball is the same as in solid state. From the equation of state for



fused silica presented in Fig.(2), one can find the energy density in the fireball and the generated pressure. The
above temperature corresponds to a pressure about 150 kbar and energydensity 15 kJ/crn3, which is roughly
consistent with estimate presented above taking into account that assumption of total energy absorption in the
fireball is clearly an overestimate.

CRATER FORMATION

After the pulse termination the absorbed energy is concentrated in a small fireball with energy density well above
the evaporation energy. It means that the damage extent is determined by the total energy of the fireball, not the
fireball size and structure. The problem of describing laser damage crater formation is similar to that for
underground explosions or meteorite impacts, and we will use some of the ideas developed there [20].

The microexplosion creates a strong shock wave. After this shock wave passes, the resulting crushed material can
be described as an incompressible liquid. The strength of the material is taken into account by assuming that the
region of crushed material is bounded by the point at which the material velocity v becomes smaller than a
critical velocity, c. This velocity, c, can be estimated by pc2=G where G is the characteristic "strength" of the
material. For example, the compressive strength of fused silica, G=I GPa, corresponds to velocity c=670 m/s,
much less than the sound speed 5.8 km/s.

Before presenting specific results, we make some general comments based on scaling. The radius, R, of a crater
produced by an explosion with released energy E, buried a distance h beneath the surface, is determined by E, h,
G and p. The most general relation between these parameters is of the form

R=hf(E/Gh3) (5.1)

where f is a function which needs to be determined from modeling or experimental data. Thus, for craters with
the same R/h ratio, the crater size will be proportional to E1/3 . The scaling law actually observed in experiments
with explosives gives an index value between 1/3 and 1/4 [20,21]. Fig.(3 ) adapted from [19] demonstrates that
the scaling works over 4 orders of magnitude in explosion energy .The deviation from E1/3 scaling in explosion
craters for high-energy explosion is due to the effect of gravity which is insignificant for laser damage. Formula
(5.1) indicates also the role of material strength, to produce the same crater in weaker material one needs 
deposit less energy. We recently developed a simple hydrodynamic description of crater formation [22], which
fits well the experimental data (see Fig.(3). It was shown that for an explosion with fixed energy E, there is 
maximal burial depth ha for which a surface crater is formed and a depth hm for which the resulting crater has
maximum size,

hm = 3 ~4 = 0"44ha (5.2)

Crater radius as function of charge depth is given by the expression [22]

2/3 4/3R2 = h (h~ - 4/3)

The maximal crater radius is given by

(5.3)

Rm = "x/2hm ~ 0"6ha (5.4)

At high explosion energy or for shallow absorbers, the crater radius increases with burial depth as h 1/3

R=(h2h)1/3
(5.5)

In Fig. 3 we compare the scaling predicted by Eq.(4.3) with experimental data for strong explosions. The value
of the maximum depth for which the crater would just open, was used as the only adjustable parameter. We see
good correlation with the experimental data.
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Fig. 3 Explosion crater diameter vs. depth of
burial in alluvium at the Nevada Test Site [21].
This figure exemplifies E1/3 scaling and indicates
the importance of the depth of burial for
explosions. The dashed line, drawn by the
author, is to aid the eye. The solid line is the plot
of crater diameter given by theory.

Fig. 4 Damage crater initiated at low fiuence

We can derive an idea of the size of the various terms above for the laser damage regime by considering some
typical values for fused silica. We take the laser fluence of 5 J/cm2, and the absorbed energy Fnk2 ~ 15 nJ. We can
also apply the experimental explosion data from Fig. (3) laser damage regime. To use these data, we must take
into account that glass is much stronger then alluvium, with G~I GPa, so we rescale the energy according to
Eq.(5.1). Taking the experimental value of 2 MPa for the strength of fractured rocks [20], we get hd~2 ~m and Rm-
1.2Wn. The usual estimate of the thickness of the layer modified by polishing process is <1 ~m, and it means all
craters must be wide open.
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Fig. 5 Crater produced by 45 J/cm~ pulse. SEM images show molten central region surrounded by
fractured material.J221
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This estimate is consistent with size of crater presented in Fig. 4, produced by a low fluence shot. The situation is
different for damage produced at high fluences. The image of such a crater is presented in Fig. 5 One Can see that
the size of the crater is 20-30 lam, inconsistent with above estimates. Also, the morphology of the craters are
different, the material around the crater produced by the powerful shot is cracked and modified. The discrepancy
can be explained by the modification of fused silica by the strong shockwave.

It has been found experimentally that propagation of strong shocks in glass are followed by a slower moving
"failure wave" [23]. After passage of the failure wave, the glass, under the effect of high pressure, is densified,
modified in structure, lower strength and crushed. This process occurs more rapidly than excavation by
hydrodynamic motion. Thus, for high laser intensities it would be natural to use the strength of crushed rock of 2
MPa in the estimate above. In this case, the maximum crater diameter at 45 J/cm2 increases to about 40 ~m,
which agrees with experiment.

This suggests a practical formula for estimates of crater size. If we estimate the energy absorbed by the fireball
E= FzcX and use the experimental data from Fig.(3), the crater diameter can be given as

d= F~’~,2
(5.6)

Here, all lengths are in cm, F is in J/cm2, G is the effective strength of silica, and G~ is the strength of alluvium.
It is not clear now at what fluence the transition from one type of crater to another takes place. Is the boundary
sensitive to pulse duration and absorber size? We will argue later that this question is important for estimates of
the damage growth by the repetitive pulses.

Self-consistent, comprehensive modeling of crater formation must include various physical effects including the
laser interaction with plasma fireball, fireball expansion, phase transformations in surrounding materials, the
flow of crushed material, etc. The existent modeling includes only a part of the important physics [11,24].
Nevertheless, the modeling is able to catch some essential features of crater formation.

Experimentally, the possibility of initiating damage at a nanoparticle was demonstrated in experiments [25,16]. In
the experiments of ref.[25] tiny gold nanoparticles with diameters about 5 nm were attached to the surface of SiO2
material and then were coated by 60 nm of deposited SiO2. The material was irradiated by 351 nm pulses with
pulse duration 0.5 nsec. The damage was observed as a formation of wide open craters with threshold about 1.2
J/cm2. According to our estimate Eq.(3.2) the temperature on the surface of the gold nanoparticle must reach
3200°C, a tempera~re sufficient to start the thermal explosion. The crater size is smaller than predicted by
Eq.(4.6); for a fluence of 7.2 J/cm2 the lateral crater size was slightly bigger than 200 nm. Probably the small burial
depth (60 nx-n) can explain it. According to Eq.(4.5), the lateral size is predicted to be about 350 nm, not very 
from experiment. An additional factor can be the short pulse duration, which can affect the fireball growth. In the
experiments of ref.[16] the nanoparticles were larger (60nm) and the burial depth was 500 nm. The final craters
were about I ~m in size, in agreement with the above arguments. The experiments with craters formed which are
many times larger than the initial nanoparticle confirms the pattem of damage induced by nanoparticles
presented above-formation and growth of a plasma fireball, with storage of enough energy to produce the
observed crater.

DAMAGE GROWTH

The density of defects in modern optics is very low. So the appearance of a few small craters doesn’t appreciably
affect optic performance. Unfortunately, the damage spots grow larger with consequent shots and finally the
obscuration exceeds a specification limit or physical integrity will be destroyed. To estimate the useful optics
lifetime, one must know the damage growth rate and factors affecting the growth The key question to answer is
why does the damage spot grow at all?

To have any modification of the damaged site by a new pulse, the absorption of laser radiation must take place.
The material around the crater can be crushed, and strongly scatter light, but microscopic pieces of the original
material has the same bandgap as the bulk material and are unable to absorb the light. We still are very far from
a full understanding of light interaction with the damaged material. Below we list several mechanisms we think
most likely to explain the absorption in the damage spot.
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Heating of fused silica stimulates the loss of oxygen. Oxygen depleted material can efficiently absorb UV
radiation. In Fig.(6) we show the absorption coefficient for SiO× material as a function of oxygen depletion. One
can see that oxygen depletion results In high absorption efficiency. For example, the absorption of a 3 ns 5 J/cm2

laser pulse In a Inm film of SiO embedded In a glass matrix produces a local temperature increase over 5000K.
This effect suggests an explanation for the difference in damage growth In vacuum and air observed In
experiments. It is easier for the oxygen to escape In vacuum so the damaged material must be more absorptive.
Unfortunately, to date, there is no conclusive evidence that the damage is related to oxygen deficiency In damage
spots [26]. The experiment of ref[26] did not find a direct relation between the formation Of sub-stoichiometric
silica on the surface and an increase In damage vulnerability.

The high pressure generated by laser light absorption modifies fused silica [23]. Material is densified, and the
structure changes. For example, the number of 3 and 4 member rings increases. The electronic structure also
changes and the modified material can start to absorb UV. A layer of 20% densified material with thickness of a
few microns was found In damaged spots by J.Wong et al [28]. Recently, an attempt to model this effect from first
prInciples was carried out by A. Kubota et al [29]. Modification of fused silica due to the damage-Induced shock
wave was studied usIng the molecular dynamics method. Densification on the level of 20%, consistent with
experiment, was found. After that the electronic structure of the modified material was modeled and a shift of the
absorption edge toward the longwave part of the spectrum was found (see Fig.7). The calculated shift is large
enough to greatly enhance two photon absorption. This initial result demonstrates at least the possibility of strong
absorption In the shock-modified material.
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Fig. 6 The absorption in oxygen depleted material Fig. 7 : Modeling of electronic structure of modified
[27]. Absorption coefficient vs. photon energ’y for material indicates the absorption increase in

Si, SiO, SiOx(xN1.5) and Si02 comparison with initial fused silica

FInally, small particles In the crushed material in damage spots can strongly scatter light. The Interference of the
scattered light produces local Intensity spikes where breakdown can takes place, igniting plasma and producing
the enhanced absorption.

Scattering results in fast randomization of the radiation field. For a random Gaussian wave field with mean
intensity I0 the probability to have Intensity I is

-1

e io
e(l) 

Io
(6.1)

Typically, the density of defects damaged at Intensity I, d(I) are given by power distribution

d(I)=AF, n~10



Averaging density of defects over distribution (6.1) we have

< d(I) >= A < In >= An!lo = n!< d(Io) 

We see that the probability to have damage greatly increases (n! times) in comparison with coherent radiation 
the mean intensity. This means that at high intensities at damage spot we must expect the generation of multiple
absorption spots forming an extended strongly absorbing plasma.

Probably all of these mechanisms are important and manifest, to some degree, in reality.
Damage spots on the rear side of the optic are particularly dangerous In this case, li ht abso tion in
spot creates plasma inside the material l.icrhf ah~^~*a ....... " ...... g rp the damage

..... ¯ --o ..... ~,~t, ttult u, me pmsma Lruuates a laser supported detonation
wave propagating Pack toward the laser beam. The deposition of energy inside the material greatly increases (3-6
tames) me pressure in comparison with front surface damage [6] because of confinement. Generated shocks
modify and crush the material and initiate cracks. Cracks continue growing long after pulse termination. There is
no reliable way at present to theoretically describe the variety of physical phenomena o eratin on ve di
temporal and spatial scales. So the only complete way to study the damage a, rowth at~ r~P~( ..... g*- ry. fferent

- - o o ........ r--~e,,~ l~ oy experiment.
The experiments on damage growth carried out at LLNL revealed a reproducible and consistent pattern of
damage growth (see Fig.8 and Fig.9) [30].
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Fig. 8 Growth of damage spot with repetitive pulses

The transverse size of the damage spot increases with the number of pulses in an accelerated way very well
approximated by an exponential function

L = L0e°W

Damage growth has a threshold (Fig. 9). No damage growth occurs for fluences below about 5.5 J/cm2; for higher
fluences the growth coefficient scales linearly with laser fluences. This data can be approximated by formula
where the fluence is in J/cm2.

cx = 0.047(F- F,h);F,h 5. 5J/cm 2   (6.2)

Let us try to explain, at least, qualitatively, the observed results. Visual observations at the developed stage of
growth show that the spot size grows mainly by the development of conical cracks on the periphery of the
damage spot. To open a crack of length 1 one must apply the stress G=K/41, where K is the toughness of the
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material. K=0.75 MPa m1/2 for fused silica. The laser energy absorption in the initially damaged zone produces
some residual pressure P, e.g., due to thermal expansion of the heated material. This pressure produces hoop
stresses outside the damage spot that open the crack. The extent Of the stress zone increases with the increase of
the damage spot size. We see that with increased spot size, it is easier to open the crack and the opened cracks are
longer. This is consistent with observed accelerated growth.

If the scale of the damage zone is R the stresses decay outside as sP(R/a)3, the crack will grow to the size when
stress becomes equal K/qa or

a=R6/5(p/K)2/s

If a >R the increase of R after one shot will be which is close to exponential growth.

dR/dN=a= R6/S(P/K)2/5

The above estimates show that the optics lifetime is extremely sensitive to the structure of the initial crater. If the
initial crater is a large and it is surrounded by weakened material, it will be easy to start a new crack and damage
will grow exponentially. If the initial crater is small and the material around it is not damaged, it is difficult to
create a new crack and rapid damage growth can be postponed.

It must be emphasized again that modem high quality optics have a very low density of defects, and it is very
difficult to find and to grow damage site initiated at more typical laser operating fluences of 10 J/cm2. For this
reason, the initial damage in the experiments [30] was initiated at high fluence, typically at 45 J/cm2. The crater
produced at such fluence is shown in Fig. (5) and must be very susceptible to growth. As a result, the initial stage
of growth for craters initiated closer to 10 J/cm2 may be much longer than in these particular experiments. In the
real situation, various initiators produce different craters, and not all may grow at 5.5 J/cm2. But when
exponential growth starts, the optics become nonfunctional after 1/c~ shots.

GROWTH MITIGATION.

It appears impossible in large-aperture laser systems to escape laser damage.Even initially perfect optics can be
damaged due to mishandling or contamination during operation. For a system operating with peak fluences
above 5 J/cm2, some scheme of damage mitigation must be found to extend optics lifetime. From our previous
discussion it is clear that for damage mitigation, the modified material must be removed from the damage spot
and cracks must be removed or healed.

A few different methods of mitigation were proposed and tested [31]. The most promising now appears to be
mitigation by CO2 radiation [31]. Fused silica absorbs 85% of the incident CO2 radiation on the scale few gm.
Local heating increases the surface temperature and evaporates the material. Heated up to high temperature
material is revitrified and heals the microcracks. Treatment replaces the damage spot with a smooth Gaussian-
shaped pit.

Let us discuss optimal parameters for damage spot mitigation. We will suppose that at high enough temperature
the modified material will be transformed to the initial fused silica. Due to the extremely high viscosity of fused
silica the most sensitive part of mitigation process is the crack healing. We will see that the temperature required
for crack healing is so high that substantial evaporation is inevitable.

The steady state evaporation rate (velocity of evaporation front) is very sensitive to the surface temperature [32]
UV - dZ _ VOe T,

(7.1)
dt

Here U is the latent heat of evaporation per atom, 3.6 eV for glass, and Ts is the surface temperature. The constant
V0 is determined by the kinetics of the flow in the Knudsen layer near the surface, but its value is on the order of
the sound speed in the condensed phase [32]. For validity of Eq.(7.1), it is clear that the laser pulse duration must
be longer than the time for onset of steady temperature distribution: a2/4D, where a is the damage spot radius
and D is the thermal diffusivity. If the pulse is shorter than this time, a high evaporation rate takes place only in
the end of the pulse and the removal rate will be sensitive to the pulse shape. In the steady state regime the
removal rate is less sensitive to the pulse details.



Also, for the short pulse the high temperature zone has no time to diffuse deep enough to heal the cracks; in the
steady state regime temperature is high in a thick enough layer to anneal the damaged material.
Due to the high sensitivity of evaporation rate to the tempera~tre of the surface it is difficult to find the optimal
laser power. Low power will not remove any material; high power will produce a huge hole. A plot of the
evaporation rate as a function of laser beam power is presented in Fig.10.
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The dotted line represents calculations done assuming temperature independent thermal conductivity. We see
that the power dependence of the ablation rate is very steep and it means that damage spot processing is very

~le~a:~five to variation of .laser parameters. Fortunately, the thermal transport is strongly nonlinear. The effective
~2^_ ~,~.~, ~-uucuvlty increases wlm temperature and after T~800 K is determined mainly by radiationt,~ut~porr, for mermai concmcuon we usecl the interpolation formula

z(T) = Zo + fl T3 --- 0.01(1 + 1.7-IO-9T3)(W/cmK) (7.2)

The coefficient [3 is determined from experimental data, +c~0.04W/cmK at T=1200K [33]. One can see that
nonlinearity of thermal conduction makes the ablation rate more flat and less susceptible to the variation of laser
parameters. Including the effect of nonlinearity on thermal transport brings the modeling results closer to
experiment, but the difference is still large. The reason is that the ablation rate is extremely sensitive to surface
temperature and the absence of detailed information about thermal transport limits modeling accuracy.

The ablation rate observed in an experiment is determined exactly by the surface temperature. For an ablation
rate of 50 ~m/s, the surface temperature T~ is 2245K, and even a 5% change of temperature changes the ablation
rate more than 2 times.

The calculation and experimental data are presented for one value of beam radius a. It is easy to show that the
ablation rate is a function of the ratio P/a only for any nonlinearity of thermal conduction. It mean that the curve
in Fig.(10) is a universal one; it can be measured for some fixed beam radius and then rescaled to any interesting
situation.

The high temperature induced by infrared radiation not only evaporates the material but reduces the viscosity of
fused Silica so surface tension now is able to close the cracks, thereby annealing the material and increasing the
optical strength. The increase of optical damage resistance after C02 laser processing has been known since 1980
[34]. What is new here is local application to heal specific defects.

The typical time for relaxation of a surface disturbance with scale 1 is given by the estimate
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(7.3)

The surface tension s for glass is about 300 dyne/cm [35] and not very sensitive to temperature. In the range of
1600-2000°C, the viscosity 11 is given by the expression [36]

E

7/= 1.05 * lO-9erpoise (7.4)

where E is an activation energy, E~6.44 eV. For a deep crack, we must use the crack depth for 1. If we know the
crack depth and the acceptable annealing time, we can determine from (7.3) and (7.4) the annealing temperature
T.

Let us consider now crack mitigation by local heating. The time for crack healing is given by (7.3). During this
time d= Vx of material will be ablated. The total amount of ablated material is given by the expression

tl tVO~OlI7 E-U
32944

=--e r = 1.75" 10-6e rd
G

Here d and I are in microns, T in Kelvins. The amount of material ablated during the crack healing process as a
function of surface temperature is presented in Fig.(11). One can see that for the temperature2245K used above,
ablation of more than 1.5 Ixm guarantees that the cracks in the subsurface layer will be annealed. Hence, in
experiments [31] the laser-induced temperature must be high enough to heal the subsurface layer around the
damage spot. Due to the nonlinearity of thermal conduction, the temperature distribution around the heated spot
is pretty flat and the wide zone around is annealed of microcracks.

CONCLUSION

We demonstrated that the intrinsic damage threshold in silica for nanosecond pulses is well above the observed
values. Damage is initiated at defects, mainly the surface imperfections produced by the polishing process.
Improvement of the polishing process has been shown to increase damage threshold.

The model of small, nanoscale initiators is consistent with experimental data. The absorption of laser energy in an
inclusion initiates a thermal explosion, formation of plasma fireball, and growth of the fireball up to a size
comparable with laser light wavelength. The energy storage in the fireball is released as a microexplosion,
forming a crater on the optics surface.

The damage crater is surrounded by mechanically and electronically modified material. The light radiation in this
material results in damage spot growth with repeated shots. The damage growth has a fluence threshold. The size
of the damage spot increases exponentially with number of shots, and growth takes place via generation of
conical cracks on the spot periphery.

Growth of the damage spot can be mitigated by the removal of modified material. CO2 laser annealing can
efficiently mitigate local damage sites by removal of modified material and improvement of material structure
around the damage spot.
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on fused silica optics at 351nm

L. W.Hrubesh

E.E.Donohue

R.M.Brusasco

J. W. Carr

M.D.Feit

P.J. Wegner

M.A.Norton

S.M.Maricle

W. Grundler

R.M.Hill

A.Rubenchik

A.K.Burnham

M.R.Kozlowski

W.A.Molander

B.M.Penetrante

J.A.Butler

L.J.Summers

M.H.Key

L.A. Hackel

ABSTRACT

We report a summary of the surface damage, growth mitigation effort at 35 lnm for polished fused silica optics.
The objective was to experimentally validate selected methods that could be applied to pre-initiated or retrieved-
from-service optics, to stop further damage growth. A specific goal was to obtain sufficient data and information
on successful methods for fused silica optics to Select a single approach for processing large aperture, fused-silica
optics used in high-peak-power laser applications.

This paper includes the test results and the evaluation thereof, for several mitigation methods for fused silica
surfaces. The mitigation methods tested in this study are wet chemical etching, cold plasma etching, CW-CO2
laser processing, and micro-flame torch processing. We found that CW-CO2 laser processing produces the most
significant and consistent results to halt laser-induced surface damage growth on fused silica. We recorded
successful mitigation of the growth of laser-induced surface damage sites as large as 0.5mm diameter, for 1000
shots at 35 lnm and fluences in the range of 8 to 13 J/cm2, -11 ns pulse length. We obtained sufficient data for
elimination of damage growth using CO2 laser processing on sub-aperture representative optics, to proceed with
application to large aperture (-40x40cm2) fused silica.

INTRODUCTION

Surface damage initiated on polished fused silica surfaces during high-peak-power irradiation at 351rim
encompasses only a fraction of the clear aperture area. However, studies have shown that the damage can grow
with the number of shots at 351 nm at laser fluences above -5J/cm2, 11 ns. [1 ]. A substantial increase in the useful
lifetime of the optics can be achieved by stopping damage growth, thus mitigating obscuration caused by growing
damage. Ideally this can be accomplished by eliminating the damages while they are small and returning the
surface to its undamaged state. We explored several methods to mitigate the growth of UV-laser-induced damage
on fused silica. Other studies at this Laboratory have focussed on elucidating the mechanisms for initiation [2]
and growth [3] of surface damage on silica, whereas this effort seeks to identify and validate a leading method to
successfully terminate the growth of such damage.

The following sections describe the experiments and results of damage growth tests for the four mitigation
methods considered in this study; wet chemical etching, cold plasma etching, CW-CO2 laser processing, and
micro-flame torch processing. The results show that CO2 laser processing is consistent in mitigating damage and
successfully stopping damage growth.



EXPERIMENTAL

In our experimental program, we tested both the intrinsic growth behavior of the mitigation pits and the growth of
mitigated laser-initiated damage pits. It was necessary to determine that the pits formed by the mitigation methods
themselves did not cause damage or grow with repeated illumination. In fact, this was the ease for those methods
that tended to contaminate the surface of the fused silica. All of the experiments used the same sample type;
Coming 7980 fused silica, 50ram diameter, 10mm thick, and polished by SESO. For testing the pits produced by
the mitigation methods on bare surface, the pits were arranged in an array of 6-9 spots spaced by 10mm. For the
laser-initiated pits, we chose a common set of experimental conditions to place an array of 4-9 nominally uniform,
equally spaced damage pits on the output (exit) surface of fused silica samples. Each laser-initiated damage site
was produced by a single Gaussian-shaped pulse from a frequency-tripled Nd:YAG laser at 355nm, with a 0.9mm
beam diameter, an average fluence of-45J/cm2 and a pulse length -7.5ns.

The typical surface damage produced by a single pulse at -45J/cm2 consists of a cluster of 3 to 15 pits within
about 0.3mm diameter; each pit in the group has a diameter in the range from 0.01-0.05mm (see figure 7).
Although such surface damage is heavier than what is expected for typical damage on NIF optics, it was used as a
worst-case condition for proof-of-principle mitigation testing. Thus, a successful demonstration of methods to
mitigate the growth of such sites gives confidence to mitigate NIF related damage.

The growth tests were all carried out in a vacuum chamber operating at -10-5 torr, in the slab laser facility at
LLNL [1 ]. The sites were tested for growth using the frequency-tripled Nd-glass laser output, producing a 4mm x
6mm flat-top beam at 351 nm, with -1 Ins pulse width at 6-12 J/cmz. The damage sites are illuminated by the
laser at a rate of 1 pulse per 2 seconds. If the tested site grows, the growth rate is determined by measuring the
occluded area as a function of the number of laser shots on a site. It is known from other LLNL work that the
typical damage area grows at an exponential rate with the number of laser shots above a threshold 3c0 fluence of
about 5J/cm2 [1]. In some cases, mitigated damage sites had a higher threshold for growth or the growth rate was
not typical. Such results were duly noted, but the growth behavior itself was not explored since the primary
objective was to study the efficacy of the mitigation methods.

WET-CHEMICAL ETCHING EXPERIMENTS AND RESULTS

Chemical etching with a hydrofluoric acid solution is a common method for dissolving silica and it is an accepted
way to remove damage-affected material on silica surfaces. Ideally, this process will return the damage area to the
state of the undamaged bulk material. This method was explored in previous work at LLNL to determine if mild
etching (i.e., to a depth of---600nm) would remove precursors to laser-initiated damage [4]. The results showed 
minor improvement over non-etched surfaces. Also, in previous work at LLNL, mild chemical etching was
studied as a possible means to raise the growth threshold of UV-laser-induced damage [5]. The prior work used
2% HF solution to etch up to about 2 micrometers depth from the damage pits. The etched samples were damage
growth tested in the slab laser facility at 351nm, 5-6 J/cm/ @1 lns). The results showed a slight increase of the
growth threshold for fused silica.

Since some change in the growth threshold was observed in the earlier studies, we decided to explore deeper
etching for growth mitigation. We used 2% HF solutions to etch the entire surface of some damaged silica
samples by dipping or we applied the solution directly to the damage pit using a fountain design [6], in other
cases. Etch depths ranged from 0.51am to 20~am. Damage growth tests were performed at 35 lnm @1 Ins). 
summary of the results of mitigation by etching at different etch depths is shown in Table 1.

Our measurements show that damage sites that have been etched to depths greater than about 9 !am have about a
40% chance for zero growth with 1000 shots at fluences of 6.8-9.4 J/cmz and -11 ns. For the etched sites that grow
in this fluence range, the growth rates are consistent with thosef for un-etched sites. Contamination of the sample
surfaces was observed for both the dipped and fountain etched cases, which could affect the variable results.
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Figure 1 shows the growth coefficient vs. fluence data for samples that were etched to depths of 10pm and 20pm,
as they compare to the statistical range of data for un-etched damage sites. These results are encouraging for
possible mitigation of surface damage. More data is needed for smaller damage sites to determine if the statistics

for complete mitigation of growth improve for such sites.
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Figure 1. Plot showing results of damage growth experiments for wet chemical etched damage sites relative to .the range
of data for un-etched sites. About 40% of the etched sites did not grow for 1000 shots at the given fluences.

T̄able 1. Tabulated results for polished fused silica, surface damage growth tests at 35 lnm, 6.8-9.4J/cm2,

-1 lns, of sites treated with a 2% HF solution etch.

Sam p~le Site Etch depth(tam) Test fluence (J/cm~) Shots to cause growth

SC40021 G 10 7.8

D 10 6.8

I 10 8.9

F 10 9.4

H 10 8.4

E 10 8.4

SC40023 C 0.5 7.8

A 1 7.5

I 3 8.4
G 5 8.1

E 10 8.1

SC40026 A 10 8.2

B 10 8.1

C 10 8.1

D 10 7.8

E 10 8.5
F 10 8.4

SC40027 F 20 8.4

E 20 8.2

H 20 8.5

G 20 7.4

1000+
1000+
1000+

40
1000+
1000+
3
1
2
3
1

24
17
830
1000+
19
23
10
1000+
3
1000+
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PLASMA-ETCHING EXPERIMENTS AND RESULTS

A radio-frequency (R_F) plasma, spiked with fluorine-containing molecules, is commonly used to etch silica for
integrated circuit applications. Fluorine atoms generated in the plasma, chemically attack the silicon-oxygen
bonds of silica, forming a gas, SiF4, thus effectively etching the material. With this approach to mitigation in
mind, two types of plasma torches were investigated for damage growth mitigation. One type was a miniature
version of a RF argon plasma torch (micro-plasma), fed by carbon tetrafluoride (CF4) gas, which etched small
sites on fused silica. Figure 2 is a photo of the micro-plasma torch. The plasma diameter is about 1.5ram at the tip.
When the torch is applied directly to the surface of the silica, it produces a -2mm diameter pit; the pit depth (-1-
5pro) depends on the exposure time. A typical pit profile is shown in Fig. 3. The second type of torch was 
microwave plasma torch (nitrogen gas) also fed by CF4 gas, to produce fluorine atoms for reactive-atom plasma
processing (RAPP). The large RAPP torch shown in Fig.4, etches silica at a fast rate (-0.2pm/min) over 
diameter of 10mm. The depth (-10-100pm) depends on the exposure time.

Figure 2. Photo of a RF micro-torch etching a local site on fused silica.
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Figure 3. Profile of a 2/gn deep pit micro-plasma etched over a l O-15pm deep laser-initiated damage site in fused silica.
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Figure 4. A microwave plasma torch (nitrogen gas)fed by CF4 gas, to produced fluorine atoms for reactive atom plasma
processing (RAPP).

The initial work with the micro-plasma torch exposed several problems; 1) the etch rate is very slow (-21am/hr),
2) the etching does not rapidly smooth the damage pit, and 3) the plasma produces contamination residue in the
treated area. Evidence for 2) is seen in the profile shown in Fig. 3, where the original damage pit has receded into
the substrate without smoothing as the etching takes place. Apparently, etching by the micro-torch is not isotropic
as is typically the case for chemical solution etching. The initial experiments to apply the micro-plasma torch to
etch laser-damage sites resulted in the damage receding into the site rather than being smoothed. These sites were

not tested for growth because there was not a significant change in the damage structure after etching.

One sample was prepared for growth testing micro-plasma-produced pits on bare silica. All the pits were shallow
(<31am) due to low etch rates, and wide (-1.8mm). Microscopy of the pits before the tests disclosed some deposits
located within each pit (see Fig.5). Analysis of the deposits showed that they contained carbon, which is believed
to be residue from dissociation of the CF4 in the plasma. The laser fluence range for testing the growth at 35 lnm
was 6-8J/cm2. All of the tested sites that had contamination developed a ’stain’ within the first 20 shots, as they
were illuminated at 35 lnm. These stains spread in the next 20-50 laser shots, to totally cover the original plasma-
produced pit surface. The stains appeared to originate generally at or near visible contaminants within the pits.

Figure 5. Photomicrograph of carbon containing deposits on the fused silica surface produced by decomposition of carbon-
tetra fluoride gas from the plasma torch.
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Another sample was prepared for growth testing pits produced by the RAPP torch. Each site was about 10mm
diameter, and the depths ranged from 20 - 50~m. Microscopy disclosed deposits located within 3 of the 4 pits.
When tested for growth, one site developed a ’stain’ that grew, similar to the micro-plasma torch case. Two of the
sites having visible contamination developed catastrophic growth (i.e., rapidly expanding damage) within 
shots. The fourth site, a ’clean’ site, had no visible change after 26 shots.

The results of tests for both of the plasma torch processes show that contamination in the mitigation pit tended to
be unstable at the test fluences. These processes need additional development using non-carbon, fluorine
containing compounds. Also, development is needed to speed the slow etch rate of the micro-plasma torch. Due to
the failure of the bare mitigation pits to survive laser illumination without contamination induced growth, and
because of the success with alternative methods, we did not proceed to test mitigated damage sites by either of the
plasma torch methods.

CO2 LASER EXPERIMENTS AND RESULTS

CO2 lasers have been used successfully by others for reducing damage initiation on fused silica at 1054nm [7,8]
but we were not aware of any attempts to use CO2 laser heating to treat existing damage on fused silica. We
explored the use of CO2 lasers for mitigating 35 lnm laser-induced damage growth on fused silica. Preliminary
experiments were done using an industrial size CO2 laser (Rofin-Sinar RS-1000, 1KW CW), primarily designed
for cutting and welding. This laser was operated at reduced power (<100W CW), with a focussed, Gaussian-
shaped, 1/e2 beam diameter of-Jmm, for one-second duration. The laser beam locally melted and evaporated the
silica surface, typically producing smooth, Gaussian-shaped pits (see Fig.6). The pit depth (-4-30~m) depended
on both laser power and de-focus.

o
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Figure 6. Example of surface damage mitigation by C02 laser processing. Many rough pits (top photo and graph) are
transformed to a smooth Gaussian-shaped pit (bottom photo and graph) by a single 50 W pulse in 1 second.
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The first damage tests at 35 lnm and -1 lns pulse width, showed that the CO2 laser-induced pits on undamaged
silica, did not damage at fluences up to -SJ/cm2. An extensive set of mitigation experiments was done for CO2
laser-treated, UV-laser-induced damage pits. Figure 6 shows examples of the UV-laser-induced damage and the
pit produced after a one-second exposure of the COz laser at 50W. All of the CO2 laser-treated sites which were
tested at 351nm, -1 Ins, in the fiuence range from -6.7-12J/cmz, survived 1000 shots. An example of the typical
results for mitigating surface damage on fused silica is shown in Fig. 7.

O,2mm
I

Before CO2 laser After Is pulse COz @ 27.5W After 1000 shots @ 351nm, 12J/cm2

Figure 7. Optical micrographs of a laser-initiated damage site before (left) and after C02 processing (middle), and after
exposure of 1000 shots at 351nm, l lns (righO, showing that damage growth is completely stopped.

After the initial successes with the COs laser processing, three issues were identified for further consideration; 1)
what is the mechanism for removal of material and what parameters determine the pit size and shape, 2) what is
the affect on the wavefront propagation by the pit geometry and, 3) would simple thermal annealing by the COs
laser be sufficient to mitigate growth.’? All of these issues were addressed by modeling efforts and an experiment

was also done to address the thermal annealing question.

A summary of the tests that were done for CO2 mitigation is shown in Table 2. One site (SC4003 l-B) that was
shot multiple times during initiation, which had very deep cracks associated with it, grew immediately. Four
other sites on sample SC40031 were treated with laser conditions designed to test thermal annealing; all grew
immediately when tested at 11-12J/cm2. All of the other 16 sites tested in the range of 6.7 to 12J/cm2, did not

grow in 1000 or more shots, exhibiting complete mitigation of damage growth.
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Table 2. Tabulated results for growth tests at 351 nm,

Sample Site CO2 treatment # Shots @ Test

-11 ns, of damage sites treated with a CW-CO2 laser.

fluence (J/cmz) Comments

SC40036 A 50W,1 sec 1000 @ ---6.7 no growth
B 50W, lsec 1000 @ -6.7
C none 35 @ ---6.7
D 50W,1 sec+pplasrna 1000 @ --6.7

SC40037

no growth
control, normal growth
darken, no growth

A 37.5W, lsec 1000 @ -8.0 no growth
B 37.5W, lsec 1000 @ -8.0 no growth
C 37.5W, lsec 1000 @ -8.0 no growth

SC40029 A 37.5W, lsec+pplasma 400 @-8.3 no growth
1000 @ -12.0 darken, no growth

B 37.5W, lsec 1000 @ -8.3 no growth
C 37.5W, lsec+gplasma 1000 @ -8.3 no growth
D none 20 @ -8.3 control, normal growth
E 37.5W, lsec 1000 @ -12.0 no growth
G 37.5W¢1 sec+gplasma 1000 @ -8.3 darken, no growth
H 37.5W, lsec I000 @ -8.3 no growth
I 37.5W, lsec+/aplasm 1000 @-8.3 darken, no growth

A 27.5W, lsec 1000 @ -12.0 no growth
B 27.5W, lsec 7 @ -12.0 xtra heavy damage
C 27.5W, lsec 1000 @ -11.0 no growth
D 27.5W, lsec 1000 @ -12.0 no growth
E 17.7W, 60sec 4 @ -12.0 grew on first shot
F none 6 @ -12.0 control, grew first shot
G 17.5W, 60sec 11 @ -11.0 grew first shot
H 17.5W, 60see 5 @ -12.0 grew first shot
I 17.5W, 60see 10 @-10.0 grew first shot

SC40031

These results led us to conclude that CO2 laser treatment can stop the growth of large (--0.3ram dia.) damage 
polished fused silica surfaces at 35 lnm and -1 lns pulse length. It remains to be proven that mitigation works at
shorter pulse lengths (eg., 3ns) and comparable frequencies, and that the mitigated sites do not re-initiate damage.
The CO2 laser process is not complex and it is amenable to rapid processing of a large number of sites on a given
optic. It may also be possible to achieve growth mitigation by treating the entire optic surface, rather than point-
by-point; this would eliminate the difficult, tedious task to locate specific damage sites. On the other hand,
maintaining surface figure for whole-surface treatment is clearly an issue.

Additional details of the experiments to test the C02 laser treatment for mitigation are published elsewhere in this
Proceedings [9].

MICRO-FLAME TORCH EXPERIMENTS AND RESULTS

A hydrogen flame torch is another method to locally anneal a small damage site on fused silica. A miniature
version of such a torch was developed and tested. The torch was fed by CF4 to produce a hot flame with fluorine
atoms that etch the silica surface. A schematic of the micro-flame torch system is shown in Fig.8. This torch
represents an improvement over the RF plasma-torch for mitigation because it provides a combination of
sufficient heat to soften the silica and fluorine atoms to etch the silica. It operates as an atomization sourcel
wherein the hot flame dissociates the CF4 molecules, producing F atoms, which attack the silica. The flame
temperature can be varied to control the degree of dissociation. The torch produces a smooth, Gaussian shaped
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pit, approximately 1.5mm dia. and -2 to 41am deep, with no apparent lip. This torch was applied to treat 3 sites on
a fused silica substrate.

~
R0164~ .__.~_..j.

1.3 MILUMETER DI~ETE

.

Figure 8. A schematic of the micro-flame torch system.

A single sample was tzested for the degree of mitigation at 351 nm and -11 ns. The sample had 4 large damage sites
(produced at-45J/cm, 355nm, 7.5ns), three of which were treated by the flame torch; one control site was not
treated. One of the treated sites was totally mitigated against growth, i.e., it survived 1000 shots at 8J/cm2.

Another one of the treated sites survived 200 shots at each of the test fluences, 8,12 and 14J/cm2, but other surface
damage appeared near the test site, and grew. The third treated site, which was not completely removed by the
flame torch process, grew after 20 shots at 8J/cm2. The untreated control site grew immediately at 8J/cm2. We
speculate that the other surface damage appearing during the tests was caused by contamination, possibly carbon
residue from the dissociation of CF4.

Although only a small set of sites were tested, the flame torch shows promise to mitigate growth of heavy laser-
initiated damage. Contamination by carbon deposits is also a problem withthis method. The hardware is simple
and inexpensive, and it could be configured to rapidly process multiple sites on large optics. The method needs
additional development, but it could be a reasonable back-up method to the CO: process.

CONCLUSIONS

All of the tested methods, except the plasma torches, gave promising results for mitigating the growth of surface
damage sites on polished fused silica. Clearly the CO2 processing gives the most consistent, convincing results.
Moreover, the CO2 laser processing method should be relatively inexpensive and straightforward to apply, for
mitigating sites on large aperture optics. Chemical etching the surface with HF solution also exhibits promise to
mitigate laser-initiated damage. However, deep chemical etching would not be acceptable if it aberrates the
transmitted wavefront beyond user specifications. Nevertheless, since it is potentially a relatively inexpensive
method also, it should be considered as a primary backup to the CO2 method, for mitigating surface damage on
polished silica optics.

One can speculate about any advantage of the flame torch mitigation compared with CO2 mitigation process. One
advantage of the flame torch may be the ability to produce a smoother, shallower pit, which is less disruptive to
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the optic surface. Also, it may require less capital cost than the CO2 method. While there may be a cost advantage
for implementing the flame torch method, it must be considered as an alternative to the CO2 process because more
tests are needed to determine its reliability. Unless further testing of the CO2 mitigation process uncovers
difficulties, the flame torch approach would not be developed further.

Site-by-site processing of laser damage with a CO2 laser is feasible and straightforward to apply to large optics
(eg., 0.5-1.0m scale). We are developing it as the primary mitigation method for fused silica optics used in high-
peak-power applications at 35 lnm. Furthermore, it is reasonable to envisage a system that does the initiation,
identification, and CO2 processing steps, all at the same time.
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Investigation of fluorescence microscopy as a tool for noninvasive
detection and imaging of damage precursors at 351 nm
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ABSTRACT

This work is an experimental investigation to evaluate the potential of fluorescence microscopy as a tool to detect
surface contamination as well as reveal surface damage precursors on DKDP and SIOz optics. To achieve these
technical objectives, microscopic imaging systems were built that also incorporated in-situ damage testing
capabilities. Fluorescence imaging experiments were performed using 3 5 l-run laser excitation while damage testing
was performed at relatively high laser fluences. The experimental results demonstrated the potential of this
technique to address the aforementioned technical issues.

INTRODUCTION

The detection and characterization of surface defects in various materials in which high purity is critical for
their performance has led to a great deal of research and development. This problem was recognized soon after the

¯ invention of the laser when laser induced damage initiation at very low fluences was attributed to the presence of
mechanical and chemical defects1’ 2. In the fields of high-power laser development and applications, surface quality
of the various optical components is of critical importance. Various methods have been explored to remove much of
the contamination that led to an increase in the damage threshold3-6. However, the damage threshold is still
substantially ¯below the intrinsic material limit, especially in large aperture optical components where down-
selection and/or replacement of optical elements significantly increase the cost of operation 7,8. To manufacture high
damage threshold optics, elimination of damage initiating defect structures located on their surface represents a
major challenge. Noninvasive methods to characterize the quality of the surface with respect to its resistance to
damage under 355-nm irradiation and pinpoint the location of damage precursors may be the key to address laser
induced damage issues.

Fluorescence microscopy utilizes the absorption and emission characteristics of the sample. The most common
applications of fluorescence imaging is found in the biomedical field 9 whereby tissues or cells are "tagged" with
particular fluorescing bio-molecules which in turn are used to record images indicating their incorporation into the
cells. Most recently, fluorescence microscopy was used to image defect nanostructures located in the bulk of
dielectric materials 10. The presence of emission by a system under laser excitation is associated with the presence of
absorption. In wide band-gap optical materials, such as SiO2 and KDP, there should be no absorption, and therefore
emission, at 355-nm. However, the observed laser induced damage at relatively low fluence may be suggestive of
the presence of absorbing defects such as foreign particles, etc. This indicates that fluorescence microscopy may be
a suitable tool for the detection of absorbing defect structures in optical materials that may be the cause of laser-
induced damage.

The objective of this work was to investigate fluorescence microscopy as a tool that could provide information
regarding the quality of optical surfaces by detecting the presence of foreign substances. The observed defect
structures could then be exposed to high power laser irradiation to reveal their potential to initiate damage. In this
report, we will describe our preliminary effort that involved fluorescence imaging of SiO2 and KDP surfaces and in
situ damage testing experiments.
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EXPERIMENTAL SET-UP

ex_eAL:::l;derde~:~oPtion of the .experimental apparatus utilized in this work can be found elsewhere11. Thep p rmea on ponshed fused silica and diamond-turned, conventionally and rapidly grown DKDP
crystals. All sample surfaces were flat. The experiments were performed with the samples held at room temperature.

FLUORESCENCE IMAGING ON SiOz SURFACES
Fluorescence images of SiO/surfaces were recorded and compared. The various samples tested had undergone

different polishing processes culminating in a wide range of surface damage thresholds the results of which are
listed in Table 1 along with the information regarding the polishing process and the corresponding descriptive
damage threshold. In addition, Figure 1 is the Ramped-on-1 (R/l) probability damage plot versus fluence for each
sample listed in Table 1. Thus, Figure 1 shows how the descriptive average damage thresholds for Table 1 were
formulated (i.e., very low for sample L-120-1 to high for sample 6K03).
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Figure 1." R/1 probability damage plot versus
fluence for each sample listed in Table 1.

Subsurface
Part # Polish damage Average DT
L- 120-1 Ce High Very low
L- 122-1 Ce High Low
L67 Ce Med Low
GIBST04 Ce + None High
GIBST03 Zr None High
LS 1 3/97 unknown None High
6K03 Ce+Ion Mill None High

Table 1:SiO2 samples utilized to obtain fluorescence
images of their surface.

Figure 2 shows microscopic fluorescence images (MFI) of the surface of the samples (10x objective with a 
zoom). The contrast on these images has been adjusted to better show the existing variation on the emission intensity
from the different points of the surface. The average emission intensity from the surface of each sample was
different between samples and it was found to depend on the polishing process. The Ce polished samples exhibited
maximum emission that appeared to scale with the damage threshold of the material. The highest damage threshold
samples exhibit very low emission with relatively uniform distribution while features on the surface that exhibit
significantly higher intensity are rare. Dark scratches and points are observed on sample 6K03. Few features with
some dark scratches are observed on sample GIBST03. Sample LS13/97 shows also a clean surface exhibiting low
emission. Sample GIBST04 shows the presence of emissive lines and points with somewhat higher intensity. The
above samples have relatively high damage thresholds. On the other hand, low damage threshold samples exhibit a
different behavior. Sample L122-1 exhibits a speckled background and bright points having diameters of the order
of a few microns. Sample L67 shows the presence of a high concentration of bright points. Finally, the image of the
surface of sample L120 indicates the presence of a web of cracks that are filled with an emissive material. The
images of the surfaces in Figure 2 are arranged according to their measured damage threshold (high to low, left to
right, top to bottom). An examination of the surface morphology as depicted by the fluorescence images suggests 
reasonable correlation of the presence of emissive features on the surface with a lowering of the damage threshold.

Comparison of the fluorescence images with the light scattering images of the same section of the samples
indicate that the observed features using fluorescence microscopy are not always visible in the corresponding light
scattering image. This is demonstrated in Figures 3 and 4. Figure 3 indicates that the fluorescence image contains a
much smaller number of features than the corresponding light scattering image. Some of these features can be
observed using light scattering. Two lines observed in the fluorescence image are presumably cracks or scratches
filled with an emissive material. These features are not visible using light scattering.
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L122-1

Figure 2: Microscopic fluorescence images of the surface of Si02 samples under 351 nm excitation. Each image
measures 1.2 mm per side.

Figure 3: Fluorescence and
light scattering images of
the same seetion of the
surface of SiO~ sample
GIBST04. Each image
measures 1.2 mm per side.

Figure 4: Fluorescence and
light scattering images of
the same section of the
surface of SiO:sample L120-
I. Each image measures 1.2
mm per side.
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Similarly, Figure 4 shows that the web of fluorescing cracks in sample L-120-1 is totally invisible in the
corresponding light scattering image.

An obvious question arising from these experimental results is if the observed fluorescing features are
responsible for damage initiation. To address this issue, experiments were performed using a Spectra-Physics
commercial laser operating at 355-nm, 7.5-ns, with fluences up to --40 J/cm2. Figure 5 shows a typical example of
the experimental data. The fluorescence image of the sample prior and following irradiation with the 355-nm laser
pulses is shown. Damage sites are clearly visible due to the emission from the modified material. An examination of
the location where damage was initiated with respect to the location of preexisting fluorescing features indicates
reasonable correlation. There are damage sites that were initiated at the exact location where fluorescing features
were observed prior to irradiation. However, there are a number of damage sites that were initiated at locations
where there were no dominant features in the fluorescence image. It must be pointed out that all experiments on
SiO2 samples were performed at the early stages of this effort when instrumentation and methodology were still not
optimized. It is therefore difficult to conclude if the initiators of the damage sites that do not correlate with the
fluorescence map is not visible using fluorescence microscopy or if their sizes are so small that their emission
signals are below the detection limit of the system. In any case, the correlation of damage initiation (at 7.5-ns, 40
J/cm2) with preexisting features was much better for the fluorescence microscopy approach than for light scattering
at the time that the experiments were performed.

Figure 5." Fluorescence images of the surface of the SlOe sample prior and following irradiation with a 355-nm, 7.5
ns laser pulse at ~40 J/cm2. The horizontal dimension in these images is 1.2 ram.

FLUORESCENCE IMAGING OF DKDP SURFACES

Two deuterated KDP (DKDP) samples with
characteristically different surface damage behavior
were studied using fluorescence imaging. These were
samples RG8A, a third-harmonic-generation crystal
with greater than 80% deuteration, and LL3-LG, a
crystal cut normal to the extraordinary axis with 70%
deuteration, which are rapid and conventional̄ growth,
respectively. The R/1 probability damage plot versus
fluence for the above samples are shown in Figure 6.
Figure 7 shows typical fluorescence and light scattering
images from DKDP sample RG8A. This sample has a
very low surface damage threshold. The main features
in the fluorescence image are not present in the light
scattering image. This indicates that these fluorescing
objects are located below the top layer of the surface.
Using maximum optical magnification (X 100
microscope objective) the estimated dimension of these
features was ~ 100 tam in length, ~ 8 pm in width and,
~ 50/am in depth.
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Figure 6:R/1 probability damage plot versus
fluence for DKDP samples RG8A and LL3-LG
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Sample LL3-LG has a high surface damage threshold. Typical fluorescence and light scattering images from
this sample are shown in Figure 8. Fluorescing spots are observed on the surface of this sample that do not correlate
with the observed features in the light scattering image. Comparison of the light scattering images from the two
samples indicates that sample LL3-LG has a much cleaner surface. In addition, the fluorescing objects in sample
RG8A are much bigger and brighter compared to those observed in sample LL3-LG. The background emission
observed in the fluorescence images is due to the nearly uniform emission from the surface of the samples while the
structure observed is due to the nonuniformity of the 351-nm illumination beam. Examination of the surface of these
samples indicated that it is rather common to observe features that are visible to both imaging approaches. This is
attributed to the presence of contamination particles that are on the surface of the samples that are also emissive
under 351-nm laser photoexcitation. The presence of emissive structures embedded into the surface of the material
(not visible with light scattering) suggests the incorporation of contaminants during the polishing process and/or
subsequent handling. These results suggest that fluorescence microscopy may provide a way of monitoring the
degree of contamination. Furthermore, the observation of large size, highly emissive features on the surface of
sample RG8A is consistent with its low surface damage threshold.

Figure 7: Fluorescence and
light scattering images of the
same 1025X1025 ktm2 section
of the surface of DKDP
sample RG8A.

Figure 8: Images of the same
1025X1025 ktm2 section of the
surface of DKDP sample
LL3-LG.

IN-SITU DAMAGE TESTING OF DKDP SURFACES

In-situ damage testing experiments were performed on samples RG8A and LL3-LG. The objective was to
irradiate objects observed using fluorescence microscopy with 355-nm laser pulses and examine their susceptibility

to laser induced damage initiation.

Figure 9-1 shows a light scattering image from the surface of sample RG8A before irradiation. The
corresponding fluorescence image under 351-nm, CW excitation is shown in Figure 9-2. These images were
obtained before the sample was irradiated with the high fluence, 355-nm laser pulse. Figure 9-3 shows the captured
image during irradiation with a single 3-ns, 355-nm pulse at ! 5+3 J/cm2. The light scattering image after irradiation
with the 355-nm pulse shown in Figure 9-4 demonstrates the formation of a damage site as a result of the exposure
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of the sample to the laser pulse. The location of the damage site is identical to the location where light was observed
during irradiation (see Figure 9-3) and the location of the preexisting large fluorescing object (see Figure 9-2). 
experiment showed the correlation of the preexisting feature visible only using fluorescence microscopy with
damage initiation. The detected light during irradiation (Figure 9-3) is presumably due to plasma formation during
damage. The same experiment was repeated using the same sample and four additional fluorescing features, similar
to those shown in Figures 9-2 and 8, were examined. In total, 5 sites were chosen and in all cases, damage was
initiated within the area where the observed features were located. All experiments were performed using ~ 15 J/cm2

laser fluence at 3 ns.

Figure 9: Images from same 600X520/zm2 section Figure 1 O: lmages from same 420X280/tin2 section
of the surface of DKDP sample RG8A. of the surface of DKDP sample LL3-LG.

1) Light scattering image before irradiation. 2) Fluorescence image under 351-nm, excitation. 3) Plasma emission
image during irradiation with a single 3-ns, 355-nm pulse at ~ 15 J/cmz. 4) Light scattering image after irradiation
with a single 355-nm pulse.

Similar experiments were performed on sample LL3-LG. Fluorescence features were irradiated with ~ 15 J/cm2,

3-ns, 355-nm pulses while the behavior was monitored during this process. More than 40 sites over a two-week
period were targeted and tested at ~ 15 J/cm2. In all but one case, fluorescence features did not correlate with an
observable reaction due to the 355-nm laser irradiation that can be classified as laser induced damage. In most of the
cases, the intensity of the fluorescence feature was observed to be reduced after laser irradiation. The only location
resulting in damage that was clearly visible using light scattering is shown in Figure 10. Typical reactions of other
fluorescing features at other locations to laser irradiation will be shown in later figures.

Figures 10-1 and 10-2 show a light scattering image and the corresponding fluorescence image, respectively,
from the surface of sample LL3-LG before irradiation. Note that the fluorescence object is not visible in the light
scattering image. Figure 10-3 shows the plasma image recorded during irradiation with a 355-nm pulse at ~ 15 J/cm2.

The light scattering image after irradiation with the 355-nm pulse (Figure 10-4) indicates the presence of damage
and a correlation with the pre-existing fluorescence "object". Thus, the only damage initiation we were able to
record during the course of this experiment on sample LL3-LG is suggesting that the fluorescing defect was the
damage initiator.

The presence of emission is evidence for absorption. It has been suggested that an absorbing particle can heat
up to thousands of degrees and cause damage initiation. J2 In this case, it is obvious that the absorbing particle needs
to be appropriately coupled in to the host material so that its excess energy is efficiently transferred in the form of
heat or a pressure wave into the host. It was one objective of this preliminary work to prove that fluorescing objects
can respond in a nonreversible and dynamic manner to exposure to high fluence laser irradiation without leading to
damage of the host material. Experimental evidence of this effect was recorded during our study of sample LL3-LG.
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Figure 11-1 shows the light scattering image of the surface of the sample with an object of interest indicated
with an arrow. Figure 11-2 shows the fluorescence image of the same area where the object of interest is clearly
visible. During irradiation with a single laser pulse, formation of plasma was recorded as shown in Figure 11-3. The
light scattering image after irradiation (Figure 11-4) suggests no damage to the host material as a result of plasma
formation. The only clear difference is that the size of the object has been reduced. However, the fluorescence image
shown in Figure 11-5 is noticeably different from that shown in Figure 11-2. A contaminated fluorescing area
around the particle that led to plasma formation is observed. This is indicative of a micro-explosion that was
associated with the generation of mobile ionic and/or molecular species that were spattered into the surrounding
area. Subsequent 355-nm irradiation led to no additional formation of plasma or change in the fluorescence images.
This is demonstrated in Figure 11-6 where the fluorescence image following irradiation with 10 pulses is shown. A
long arrow shaped feature fluorescing adjacent to the object of interest did not initiate damage. The only noticeable
change of this object as a result to laser irradiation was the reduction of its intensity as demonstrated in figs. 11-2,

Figure 11: Images from same
450X310 tim2 section of the
surface of sample LL3-LG
showing the reaction oJ
surface defects from
contamination to 355 nm, 3 ns
laser pulses at - 15 J/em2.

Details are provided in the
text.
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Figure 12." Light scattering images from
same 290X260 I~m2 section of the surface oj
sample LL3-LG (1) before and (2) after
irradiation with a single laser pulse at " 15
J/cm2.
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A similar effect is demonstrated in Figure 12. The object of interest is denoted with an arrow in the fluorescence
image (Figure 12-1) acquired before irradiation of the sample. This object was very bright with a maximum pixel
intensity of-6000 counts and it was not visible in the light scattering image. Figure 12-2 shows the fluorescence
image after irradiation. The intensity of the object has now been reduced to ~ 200 counts/pixel while a number of
new particles are observed on the image. This suggests the original particle "exploded" creating a number of smaller
ones. Post irradiation examination of the sample with light scattering does not indicate the presence of damage.
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FLUORESCENCE IMAGING AND DAMAGE TESTING OF A 15-cm DKDP CRYSTAL

Recently, higher quality 15-cm DKDP (80% deuteration, to be used for 351-nm harmonic generation) became
available for experimentation. These materials were considered to be from the best production and handling
methods available at the time. Such material is desirable to avoid unnecessary contamination and/or irrelevant
damage precursors. One crystal of this set, taken from rapid-growth production boule BD8-10 and finished with a
single-point diamond turning machine, is the subject of this section. The fluorescence imaging technique was used
on this sample in an attempt to identify and correlate surface damage precursors.

The experimental plan consisted of constructing a fluorescence image map of the sample before and after exposure
to 351-nm laser pulses, then correlate the surface damage features in the ’after’ map to the fluorescent features in the
’before’ map. The laser beam was that of the Optical Sciences Laser (OSL), consisting of 3-cm diameter, 3-ns
flattop pulses. A total of eight OSL footprints were applied to the sample. In order to test the environmental effects
of surface damage, four of these footprints were associated with an environment of 760 torr (air), while the other
four were at 1 torr. Figure 13 shows the laser footprint configuration.

3 cm’-~

..oLaser beam
footprint (Optical
Sciences Laser)

--~Each laser site was
mapped with a 22 x
22 array of CCD
images

¯Each image covered a
1.4 mm x 1.4 mm
section of crystal with
1.4 ~tm/pixel resolution

¯ 15 cm

Figure 13: The crystal was mapped at each of the 9 sites shown above. The laser
irradiated sites 2-9. Site 1 was left un-irradiated for reference.

Since bulk damage needed to be avoided for our surface damage experiments, it was first laser-conditioned. 13, 14 A
five-shot ramp to 7 J/cm2 was performed (nominally 1,3,5,6,7 J/cmz) at each footprint. The actual fluence history
for each footprint is shown in Table 2.

Table 2: Average fluence for each shot of a five-shot ramp (35 l-nm, 3-ns) at each of the eight
OSL beam fool ~rints shown in Figure 13. The peak-to-valley intensity variation was about + 15%.

Test Site # Shot 1
1,5
1.4
1.3
1.5
1.4

Shot 2
3.0
3.3
3.2
3.6
3.2

AverageFluence (J/cmz)
Shot 3

4.7
5.3
5.8
5.5
5.8

Shot 4
6.5
6.3
6.6
6.2
6.4

Shot 5
7.5
7.3
7.4
7.5
7.57 1.5 3.1 5.6 6.2 7.68 1.2 4.1 5.8 6.2 7.19 1.7 3.4 5.6 5.8 7.1

The fluorescence mapping was performed using a high-resolution imaging system, where a single image consists of
a 1.4 x 1.4 mm2 section of the sample surface. With the (liquid nitrogen-cooled) 1024 x 1024 CCD array, this gives
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1.4 gm/pixel resolution. To cover the 3-cm diameter laser beam footprint, a 22 x 22 square array of these
fluorescence images were taken at each OSL footprint (see Figure 13). The exposure time for each image was 
seconds. The laser used as the excitation source was a Q-switched Nd:YLF (Photonics Industries model DS10-351),
operating at 3 kHz with an average power of about 750 mW and pulse width of 20 ns. The angle of incidence is
near grazing, and the illumination area on the sample was much larger than the 1.96 mm2 contained in each image¯
An identical array of images was also taken with a white-light illumination source (fiber-coupled ring light) instead
of the 351-nm laser. These scatter images indicate whether a fluorescing object also scatters light. An exposure
time of 0.5 seconds was used to collect these images.

Figure 14 shows a large-area scatter map of the crystal after exposure to 351-nm pulses from the OSL. This image
was taken with a 45 mega-pixel scanning CCD camera¯ The sample was illuminated from the side with 6" light bars.
This light is transmitted through the bulk of the sample by total internal reflection, and is scattered by defects at the
surface or in the bulk. The location of the defect relative to the surface of the crystal is lost in the image since the

depth of focus of the imaging system is long compared to the crystal thickness¯

Figure 14: A large-area scatter map reveals output-surface damage (black areas) after exposure of sample BD8-10
to laser irradiation (351-nm, 3-ns) with successive shots up to 7 J/cm2. Although input-surface, bulk, and output-
surface features are not distinguishable in these images, much of the damage shown at left is on the output surface¯
Site 6 shows the greatest amount of bulk damage. The vertical features between sites 6 and 9 are due to marks left
over from the diamond turning process. These are removed with minimal laser fluence, for example by the first shot
of the laser ramp. Most of the other features are artifacts of the imaging process.

The inset of Figure 14 shows a typical damage density in one 351-nm laser irradiation footprint. Most of the defects
in this image are pits on the output surface. This data indicates an output-surface damage density on the order
2/cm2. Figure 15 shows brightfield microscope images of typical defect sites¯ These defect sites were typically pits

10 microns in radius and - 1 micron in depth.
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Figure 15.- These microscope images show typical output surface pits after exposure to ramped
fluenees up to 7 J/cm2 (351-nm, 3-ns) in sample BD8-10.

The correlation of the surface damage pits to precursors recorded in the fluorescence and scatter maps is displayed
in the Venn diagram of Figure 16. Of the 54 pits identified, 38 had both a scatter and fluorescence precursor, 8 had
only a fluorescence precursor, and another 8 had no precursor. These uncorrelated sites could be due to near-surface
bulk damage, or by precursors that appeared after the maps were obtained but before the laser was fired, for example
during the handling of the sample between the mapping and laser facilities.

¯ ¯ ............... ?;< ..................
Scattenng / ",, Fluorescing

Precir~r"

ecurser

Damage Pit

Figure 16: Venn diagram showing the correlation of output-surface
damage pits to fluorescence and scatter precursors. A total of 54
damage pits were counted.

Of the 46 damage pits that were correlated to a precursor, 41 of these precursors (90 %) had a unique geometrical
fluorescence signature. While most of these precursors also had a scatter signal as well, it was not nearly as
distinctive as the fluorescence signal. Figure 17 shows the scatter and fluorescence images before irradiation up to 7
J/cm2, and the scatter image after irradiation with the OSL laser. A magnified view of the precursor reveals its
unique elliptical shape. They ranged from 10-20 microns in length. A nearby fluorescent feature, with a shape and
size typical of those seen in general on these samples, did not lead to damage.
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Figure 17: Before and after images showing a fluorescence precursor that led to damage after 351-nm exposure up
to 7 J/cm2. This fluorescence precursor had no scatter signal. A nearby feature both scattered and fluoreseed. A
magnified view Of both features is shown in the lower left image.

In addition, most of these precursors were aligned perpendicular tO the extraordinary axis of the crystal. We are
currently investigating the nature and origin of these features. It is unclear whether they were incorporated during
the growth of the crystal, or were created by mechanical means during finishing or handling. We are also
investigating whether this phenomena is unique to this particular rapid-growth boule, or occurs more generally in all
or most crystals.

CONCLUSION

The fluorescence images of SiO2 and DKDP samples demonstrate that this technique can detect the presence of
contaminants embedded into the surface during the polishing process. There may be particular contaminants that are
not emissive and therefore visible using fluorescence imaging. However, if the polishing process is such that
contamination of the surface is a problem, fluorescence imaging may be a useful quality control tool.

Results from in-situ damage testing experiments suggest a correlation between visible fluorescing features and
damage initiation. Furthermore, fluorescing objects located on the surface of the sample were shown to violently
interact with the high fluence laser irradiation. In the high damage threshold sample, most of the fluorescing objects
did not initiate damage at ~ 15J/cm2 at 351-nm, 3-ns. This indicates that this technique cannot be used as a uniquely
identify damage precursors. The damage initiators may be visible with fluorescence imaging but not all observed
features will initiate damage. Thus, damage initiation may be the result not only of absorption but also a set of other
parameters such as electronic structure of the absorbent which can be critical for the initiation of subsequent
multiphoton or multi-step electron excitation which can lead to cascade photo-ionization and plasma formation. The
shape and thickness of the absorbing contaminant and its physical coupling with the host material are probably also
important parameters.

The experimental results shown in Figures 11 and 12 demonstrate a conditioning effect where absorbing
contaminants are removed from the surface without causing damage. This may be suggesting that sub-damage
threshold illumination of the surface can remove contaminants that could initiate damage at a higher fluence. The
mechanism for such effect may be that if the energy absorbed by some contaminants is barely sufficient to cause a
micro-explosion associated with plasma formation and/or heating under 351-nm irradiation, the energy density
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(within the contaminant) may not be sufficient to cause significant energy transfer into the host that can lead 
damage initiation.

The experiments on the 15-cm DKDP crystal validated the usefulness of the fluorescence imaging technique for
precursor detection. With this method, fluorescence features were identified and correlated to output surface
damage pits after exposure up to 7 J/cm2 at 35 l-nm and 3-ns. 85% of all damage pits correlated to fluorescence
precursors, and 90% of these exhibited an elliptically shaped unique fluorescence signal. The (15%) uncorrelated
pits could be due to near surface bulk damage or contaminants that appeared after the ’before’ images were taken.
Investigation is currently underway to chemically identify the unique fluorescence precursors, so that their origin
can be determined. Removal of these features from the crystal (e.g. from the growth or finishing process) could lead
to a significant decrease in the surface damage density ofDKDP triplers.
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e SHORT PULSE LASERS, APPLICATIONS AND
TECHNOLOGY

RESARCH ACTIVITY HIGHLIGHTS

High-Bandwidth Technology
for High-Power Short-Pulse
Lasers

With support from the Laboratory Directed
Research and Development (LDRD) Program,
LS&T has recently developed a front-end tech-
nology utilizing optical parametric chirped
pulse amplification (OPCPA) to replace the
regenerative amplifier previously used in the
Nova Petawatt laser system. This method
obtained a gain of 6 x 107 with broad band-
width without the use of electro-optic modula-
tors or multipass amplification. Preliminary
experiments have demonstrated 6% overall
pump-to-signal conversion with excellent
bandwidth fidelity. The wavelength and pulse
energy level obtained from this OPCPA is ideal
for seeding M-class Nd:glass amplifiers (such
as the National Ignition Facility) and other
high-average-power, ultrashort-pulse laser sys-
tems.

Previously high-energy lasers employing
chirped pulse amplification (CPA) were built
on a hybrid (Ti:sapphire-Nd:glass) laser tech-
nology. Ti:sapphire regenerative amplifiers
were used as preamplifiers because of their
intrinsic large gain bandwidth. One difficulty
with the hybrid laser system is its low pulse
contrast and generation of prepulses by the
regenerative amplifier. In target experiments
where focused intensities near 1021 W/cmz are
possible, a 10-2 to 10-3 level of prepulse can
significantly perturb the target prior to the
arrival of the main pulse. The contributing fac-
tors to low pulse contrast include amplified
spontaneous emission (ASE), leakage from
regenerative amplifiers, and hard edge spectral
clipping on diffraction gratings and other opti-
cal components. The gain coefficient of Ti:sap-

phire at 1054 nm (laser wavelength) is low,
necessitating a large number of passes in the
regenerative amplifier. Each time the pulse
completes one round-trip in the cavity, a small
fraction (- 1%) leaks out of the cavity, produc-
ing prepulses spaced one cavity round-trip time
ahead of the main pulse. While spectral clip-
ping can be eliminated by using large-aperture
gratings, the pulse contrast remains fundamen-
tally limited by ASE and leakage from regener-
ative amplifiers. Single-pass OPCPA eliminates
prepulses originating from regenerative ampli-
tiers and reduces the ASE by approximately
one order of magnitude compared to Ti:sap-
phire.

OPCPA offers additional advantages when
compared to regenerative chirped pulse ampli-
fication: low thermal aberration, greater wave-
length flexibility, higher gain, high beam
quality, and lower B-integral as a result of
short beam path through the gain medium.

Figure 1 shows the compact OPCPA
pumped by a commercial Q-switched Nd:YAG

Figure 1. Optical parametric chirped pulse amplifier
pumped by a commercial Q-switched Nd:YAG pump
laser.
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I

laser. It consists of three [3-barium borate We have successfully demonstrated high

I
(BBO) crystals, utilizing type I angular phase gain, high conversion efficiency, and good
matching. A commercial frequency-doubled

amplified pulse beam quality (114 2 < 2) in OPC-
Q-switched Nd:YAG laser is used to pump the PA. We anticipate widespread use of OPCPA as
OPCPA. The first two crystals are configured front-end technology for glass-based Petawatt

Ias a preamplifier and pumped by 90 mJ, while laser systems. In the future, it may be possible
420 mJ is used to pump the power amplifier to exploit the full bandwidth capability of

crystal. We obtained 1.5 mJ of amplified signal OPCPA to produce kJ-class pulses with dura-
Ifrom the preamplifier, which was seeded by tions of several tens of femtoseconds. This

0.5-nJ stretched oscillator pulses. A saturated would potentially allow focused intensities of
gain of 20 was obtained from the power ampli- 1024 W/cm2 or higher for experiments in the

I
tier BBO crystal, which amplifies the signal extreme field science.
beam up to 31 mJ. A pump-to-signal conver-
sion efficiency of 6% was achieved. This is the
highest overall extraction efficiency demon-

Istrated from an OPCPA to date. The input
stretched pulse is 3 ns in length, interacting
with the 8.5-ns (FWHM) pump pulse. The frac-

I
tion of pump energy extracted during the tem-
poral window defined by the seed pulse is
estimated to be >20%.

Figure 2 shows the measured spectra of the
Istretched seed, the amplified signal from the

preamplifier, and the output from the power
amplifier. In these experiments, we saturate the Figure 3. Autocorrelation trace of the recompressed

IOPCPA in order to obtain large extracted ener- pulse. Deconvolved FWHM pulse width is 310 fs,
gy. The amplified signal spectrum is modified assuming a Gaussian pulse shape.
by strong saturation in the power amplifier and

I
resembles a top-hat shape near the point of
maximum conversion efficiency. The intensity Me.ter-Scale Grafinas

Delivered to Rutherford for
I

t
Pefawatf Laser Upgrade

I

LLNL recently completed the fabrication of
meter-scale diffraction gratings for Rutherford
Appleton Laboratory’s (RAL) Vulcan Laser
Petawatt Upgrade. RAL in the United Kingdom

ing sub-picosecond pulses at intensities of 10
I,,,,-.

has been operating Vulcan at~ 100 TW, provide9

~0,~n, ~ W/cm2 for the study of high-intensity laser/mat-

Figure 2. Seed and amplified signal spectra in
OPCPA.

autocorrelation of the recompressed pulse at
energy of 31 mJ is shown in Figure 3. The
recompressed amplified pulse duration is mea-
sured to be 310 fs, 10% longer compared to the
best-achieved seed recompression before
amplification in OPCPA. The pulse width is
limited by the spherical and chromatic aberra-
tions occurring in the pulse stretcher. Our cal-
culations show negligible self-phase
modulation due to short beam path through the
gain medium.

ter interactions. The upgrade (which is based
on LLNL’s Petawatt laser and scheduled for
completion in 2002) will enable the compres-
sion of 500-J, 500-picosecond pulses for 1
petawatt (10u W) of power and 102~ W/cm2 at
target.

The enabling components for achieving this
ultrahigh power density are large-aperture
diffraction gratings, which are only obtainable
from LLNL. These gratings are optimized for
high-efficiency and flat wavefront at the nomi-
nal 1053-nm use wavelength. These gold-over-
coated plane gratings are patterned in
photoresist using laser interference lithography,
on optically polished substrates 94 cm in diam-
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eter with the top and bottom chords removed
for a vertical aperture of 75 cm. The grating
pattern is written on LLNL’s large holographic
exposure station, which utilizes two 110-cm-
diameter F6 fused silica aspheric collimating
lenses to provide a flat-wavefront exposure
field at this aperture. Figure 4 shows LS&T’s
large-aperture diffractive optics production
chamber, where the meter-scale diffractive grat-
ings are produced.

Figure 4. Large-aperture diffractive optics produc-
tion chamber, where the meter-scale diffractive grat-

ings are produced.

RAL has contracted with LLNL for several
gratings over the years. The fabrication proce-
dure is basically the same as that used for the
original LLNL Petawatt gratings (see March
2000 LS&T Program Update), with the excep-
tion of recent improvements made to the expo-
sure system to improve fringe stability during
patterning of the grating. Briefly, the substrate
is cleaned and then a layer of material is vacu-
um-deposited as an adhesion layer for the pho-
toresist. A film of photoresist, -250 rim, is
applied by meniscus coating, and the substrate
baked in a large convection oven to dry the
resist. The blank is then mounted on the large
interferometer table and allowed to stabilize for
at least 24 h. The grating pattern is then written
by exposing the resist film to interfering plane
waves of 413-nm light from a Kr-ion laser.
Exposure times are typically 10 minutes.
During this time, the spatial location of the
fringe pattern generated at 1480 lines/mm (675-
nm period) must be held to within a small frac-
tion of this period to maintain the intensity
contrast in the exposure plane. Various methods
are utilized to accomplish this, including vibra-
tion isolation, isothermal environmental con-
trol, and active fringe stabilization using a por-
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Figure 5. Full-aperture diffraction efficiency of two

compressor gratings. Dashed lines show footprint of

the compressed beam.

tion of the two exposure beams to provide a
secondary interference pattern. A fringe detec-
tion/piezoelectric mirror system is used to con-
trol the path length of one of the beams to
compensate for vibration drift. Following expo-
sure, the latent image in the photoresist film is
developed by contact with a base solution to
convert it into a surface relief image.

The grating structure evolution is monitored
with a probe laser during development to con-
trol the details of the groove shape. Following
the development, step, visual inspection for
defects is done, and measurements of the
diffraction efficiency of the photoresist grating
are made to determine the spatial uniformity of
the pattern. The grating is subsequently hard-
baked, and then -500 nm of gold is applied by
vacuum e-beam evaporation. The grating is
then subjected to full-aperture diffraction effi-
ciency measurements at the use wavelength as
well as wavefront measurements. If at any time
of the process, specifications are not met or

I
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defects in the grating surface are identified, the
gold and photoresist layers can be stripped off
and the grating blank reprocessed without the
need to repolish.

Figure 5 shows the full-aperture diffraction
efficiency of two 94- × 75-cm gold-overcoated
petawatt compressor gratings (measured at
1064 nm, 54° incidence angle) that meet speci-
fications for delivery. Also shown is the foot-
print of the beam RAL researchers are to
compress; 80 and 90% contours are also
shown. The average diffraction efficiency in
the beam footprint for these gratings is 92.8%
and 93.8%, respectively, which represent the
best uniformity we have been able to achieve to
date at this scale. Figure 6 shows one of the
gratings during wavefront testing at LLNL. The
two large gratings, along with four smaller
ones for the pulse stretcher and diagnostics,
have been shipped to RAL.

Figure 6. A meter-scale grating undergoing a wave-
front test at LLNL.

New Wet-Etching Process
Figures Large-Aperture and
Ulfrafhin Optics

With support from the Laboratory Directed
Research and Development (LDRD) Program,
LS&T has recently developed a low-cost wet-
etching tool for precision optical figuring and
finishing of large-aperture and ultrathin optical
components (see Figure 7). This wet-etch figur-
ing (WEF) method uses applicator geometry
and surface tension gradients (the Marangoni
effect) to confine the footprint of the flowing
etchant on the surface. In contrast to the con-
ventional methods using abrasive slurries or ion
milling, no mechanical or thermal stresses or

Figure 7. LLNL-developed wet-etching tool (operated
by authors).

residues are applied to the optic by this
process. WEF also uses a real-time interferom-
etry to measure the thickness of the optical
material while surfacing and figuring, which
then controls the placement and dwell time of
the wetted zone.

Traditionally, small-tool finishing or figur-
ing of optical surfaces has involved moving a
small, abrasive polishing tool in a controlled
manner to shape the surface of an optic. Recent
advances in finishing involve flowing jets of
fine abrasive slurries, magneto-rheological con-
trol of the viscosity of abrasive slurry, or the
use of ion-beam milling. Allof the above-
mentioned techniques rely on calibrated
removal rates and are, therefore, iterative pro-
cesses: the workpiece must be dismounted from
the machine and measured, reworked and
remeasured, until specifications are met. These
polishing techniques cannot easily be used to
figure thin optics since the local mechanical
stresses involved cause workpiece deformations
that impact removal control and can even cause
breakage.

We have employed the Marangoni effect to
confine the wetted zone of a hydrofluoric acid
etchant on the surface of an optic. Figure 8
shows circular and linear etching toolheads
developed for two- and one-dimensional
(2- and l-D) figuring. For the case of a circular
toolhead, the wetted zone size can be con-
trolled between -1 to 10 cm by flow pulsation
and wicking. The width of the wetted zone for
1-D figuring can be similarly controlled, and
the length can be made arbitrarily large. An
interferometer that measures the local glass
thickness from above is used in feedback con-
trol for closed-loop figuring.

We have made several custom phase correc-
tion and beam-shaping optics using the 2-D
WEF tool. An example is shown in Figure 9.
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Figure 8. (a) Looking downwards through the thin glass being processed, left is a drop of etchant solution -10
mm in diameter adhering to the underside of a glass sheet. The solution is flowing up through and then down
the outside of the tube. (b) A 150- x 10-mm rectangular wetted zone in which liquid flows up out of a slit and
down the inclined plane on either side. In both cases, a blue line has been drawn on the three-phase contact
line as a visual aid.

error of the part is equivalent to a Strehl
of 0.26.

WEF is an ideal technology for the fabrica-
tion of large-aperture phase-modifying optics
and optically flat

. optics. It is particular-I
¯ Figure 9. Transmitted wave- ly useful for precision
m front profile and interferogram figuring of very thin

of the 80-mm-diameter static (<<1 mm), lightweight
wave-front corrector fabricatedI by the WEF process. The optic optics for use in space
is 380- m thick, and astronomy, and

high-power laser sys-

i terns in which nonlin-
’ We are presently constructing a 1-D WEF ear effects due to bulk Figure 10 Photograph

machine that will take the 1-D thickness ripple transmissive optics of finished part.

I
I
i
I
I
I
I

out of commercially extruded, 850- x 1150- x
0.7-mm glass sheets.

We have also fabricated static wavefront
correctors for high-power laser application.
Figure 10 shows an 80-mm-aperture corrective
optics recently fabricated for the Atomic
Weapons Establishment (AWE), U.K., Helen
laser, based on specifications given by AWE
researchers. The optic is to be installed
upstream in the laser chain to precorrect for
wavefront aberrations due to amplifiers and
other optics. The optic surface contour speci-
fied by AWE requires a maximum excursion of
12 ~tm over this aperture. The final transmitted
wavefront profile and interferogram of the 80-
mm-diameter wavefront corrector are shown in
Figure 3. The 380-I, tm-thick optic wascomplet-
ed within one machine setup step, using the
circular 2-D WEF tool. The surface profile is
within 100 nm of the target goal. The residual

need to be minimized.
We will continue to improve the precision of

the WEF machine and to use it to demonstrate
figuring of continuous phase plate for NIF. We
are also trying to form partnerships with private
companies to commercialize this process.

Segmented Fesnel Lens
Developed for fhe Eyeglass
Space Telescope

Examination of distant astronomical bodies,
such as galactic nuclei and extrasolar planets,
requires telescopes with apertures in the 25- to
100-m range to achieve greater resolution and
signal-to-noise ratio than currently available.
Manufacture and deployment of such tele-
scopes are well beyond the scope of current
technological capabilities. Large-aperture space
telescopes will have to be lightweight and
space deployable. We have recently proposed a

I
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Figure 11. The Eyeglass
space telescope concept.

new type of space telescope, called Eyeglass,
iwhich consists of a large-aperture primary lens ’ ~’’- ~’~ --i’C-.: ....

Figure 12.
I!¯

, Schematic of a
(magnifying glass) for collecting the light and a ..... , .... j .... , ,,. :. 5-m segmented
secondary lens (eyepiece) moving along the L.5;@.. :"--’~" ¯ ";Z". i Fresnel lens¯ i
focal surface for imaging (Figure 11).

" ......’ ’ "’~" " ~ -: i,, -,., ;~;=~,; .....:~-. _ _~:..- .:] .,. ,
As a first step in the technology develop- ,".-;;’.: .....,:." :., "’:..C:-":."

ment, we have built small-aperture (20-cm and ~......_,.::’" ." ,’~",. "" ".--.¯ ,;"
50-cm) diffractive telescopes and have obtained ., i’ ,.. -"~¯5. ~ir",~¯:

1""<.. ,:,¯ t ",’, i, "fully color-corrected, broadband (470to 700- " .........i ........
nm) images of the lunar surface, Jupiter, and
Saturn (see LS&T Program Update, November This spot, shown in Figure 4b verifies that l
1999). the folding/unfolding process, if done careful- l

The next step is to demonstrate that the ly, preserves the high quality and tight focus of
technology can be scaled up to much larger the segmented lens. These results lend strong isizeandengineeredfor deploymentin space, credibility to the segmented, folding lens ,J~’
In this context, we are developing technologies approach for the large-aperture Fresnel lenses i
to fabricate a 5-m-diam Fresnel lens. The for space telescopes. We plan to build the 5-m
schematic of such a lens is shown in Figure 12. segmented Fresnel lens with metrologically /
The Fresnel lens is composed of 81 panels, I
approximately 1 in wide and 0.7 mm thick, that (al
are patterned lithographically and subsequently

~~

i,~

joined together using metallic tabs. i
lWe have identified vendors that produce ""

~~~~’~ I

such large, thin glass sheets for flat-panel di~-
plays. The wavefront of such glass sheets SUlY-
plied by vendors is not adequate for Eyeglass
applications. We are currently developing fin-
ishing technologies for flattening such large,

ithin glass sheets. (b)
!

Before building the 5-m. Fresnel lens, we
wanted to demonstrate that a seamed lens per-
forms as well as a monolithic lens and also to i
investigate the effect of folding and unfolding I
such a seamed lens. For this purpose, we pat-
terned and assembled a six-segment, foldable ’l
Fresnel lens (shown in Figure 13) on 75-cm- I
diam, 1-mm-thick
fused silica plates and Before folding After folding/unfolding

~i¯
examined its focus ~..(b) ..... ,~ ..... :_.~.~.~ ...... _7
quality when illumi- i[...! ....
nated by a monochro- i I
matic, collimated ....

/ 1 /beam. The result, ..
shown in Figure 4a, - J i
demonstrates a nearly ~,.:~,~:L~.,~.~-~,%~;~.j.’ I t ,I
difffraction-limited i
focal-spot shape. T i .

/ :

Subsequent to this
~ ~/ ’(:

""~’~" ’ ’ :
I

measurement removed ° - = ’", ’~ " ~ ~ , ,, ,~-=.------;a----
the lens from the mount, Figure 13. (a) The foldable Fresnel lens before folding demonstrates a nearly
folded it (Figure 3), diffraction-limited focal spot shape. (b) The measured focal spot of the foldable
unfolded it, placed it in Fresnel lens after folding shows the same quality and focusability.Figure 4. (a) 
the mount and measured The foldable Fresnel lens before folding demonstrates a nearly diffraction-limited l
its focal spot again, focal spot shape. (b) The measured focal spot of the foldable Fresnel lens after

folding shows the same quality and focusability. ,Ira

i
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Further Developments in
Ultrashort-Pulse Lasers

Livermore continues to push the frontiers of
laser science. Researchers have taken the ultra-
short pulses of the record-shattering Petawatt
laser and found new uses for them. They are
also applying a novel technology to create
extremely short laser pulses with high average
power and high energy to access and investi-
gate extreme-field conditions. The technology
improvements will benefit the Stockpile
Stewardship Program as well as national
defense and manufacturing.

The Petawatt laser operated for three years
and routinely produced more than 500-joule
laser pulses lasting 500 femtoseconds--less
than a trillionth of a second. Experiments with
the Petawatt evaluated the fast ignitor method
of achieving inertial confinement fusion, gener-
ated powerful electrons or x-rays for radiogra-
phy research, and produced short, powerful
gamma rays for nuclear physics experiments.
(See S&TR, March 2000, The Amazing Power
of the Petawatt.) In addition, the discovery of
intense, high-energy, collimated proton beams
emitted from the rear surface of Petawatt laser
targets has opened the way to new applications
such as proton radiography. The Petawatt laser
still holds the world’s record for the highest
peak power ever achieved by a laser.

The Petawatt operated on one of the 10
beam lines of Livermore’s Nova laser. When
the Nova laser was decommissioned in 1999,

the Petawatt went with it. But work on short-
pulse lasers by no means stopped, notes physi-
cist Mark Hermann, associate program leader
for Livermore’s Short-Pulse Lasers,
Applications, and Technology program, known
as SPLAT, which is a part of the National
Ignition Facility (NIF) Programs Directorate.
His team of about 30 people is advancing the
science of short-pulse lasers and applications,
developing new laser components, fielding
advanced laser systems, and developing new
optical components and optical fabrication
technologies. There is also an active program
in short-pulse technology in the Physics and
Advanced Technology (PAT) Directorate. This
research stems from the need to develop high-
temperature plasma sources and accurate plas-
ma probes for high-energy-density materials
research.

In SPLAT, a diverse set of challenging pro-
jects focused on developing high-average-pow-
er, short-pulse lasers for a variety of customers
is under way. Current SPLAT-developed laser
systems use conventional titanium-doped sap-
phire (Ti:sapphire) amplifiers, but now the
team is developing new chirped-pulse amplifier
technologies geared toward high average pow-
er. One is a direct, diode-pumped, chirped-
pulse amplifier laser crystal that promises
efficient, compact, and robust picosecond-pulse
laser systems. Another is an optical-parametric
chirped-pulse amplification (OPCPA) tech-
nique, described in more detail below.
" The SPLAT team is using a short-pulse laser

i
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to create unique nanocrystals and gain knowl-
edge about the novel properties of nanostruc-
tures. This knowledge affects the basic
sciences, from solid-state physics to biology.
Being able to synthesize nanocrystals of specif-
ic size and properties, at an industrial rate, may
revolutionize the field of nanotechnology and
enable a broad sector of manufacturing, from
semiconductors to pharmacology.

The team is collaborating on a project that
integrates a short-pulse laser with a Livermore
linear accelerator for stockpile stewardship
applications. Supporting the team’s efforts,
Livermore’s Diffractive Optics Group is devel-
oping new optical technologies and fabricating
new optics for petawatt-class lasers around the
world, for the National Ignition Facility, and for
the National Aeronautics and Space
Administration to use in space-based telescopes.
The group currently produces the world’s
largest diffraction gratings.

New Path to a Short Pulse
An interesting new development in short-

pulse laser technology has been the emergence
of OPCPA. Laser-pumped nonlinear crystals
made of beta-barium borate (BBO) would
replace the Ti:sapphire used in the Petawatt and
other conventional lasers as the preamplifier. In
a Ti:sapphire regenerative power amplifier, a
pulse passes 10 to 100 times through a regener-
ative cavity, increasing in energy with each
pass. By the time it leaves the amplifier, its
energy has increased by 10 million, from about
1 nanojoule to approximately 10 millijoules. In
contrast, a pair of BBO crystals can produce
the same energy gain with a single pass of the
light pulse.

With a regenerative amplifier, a tiny bit of
energy leaks out with each round trip of the
laser pulse. If this leak, or prepulse, is not
attenuated, it may cause a preplasma, which
changes the coupling of the laser to the target.
Many stockpile stewardship experiments use
lasers to probe materials essential to nuclear
weapons to learn more about their behavior.
Keep in mind that the prepulse causes changes
that are miniscule bymost standards, but when
powerful laser pulses of less than a trillionth of
a second are used to study detailed physics pro-
cesses, even minor changes can be significant.

Livermore did not invent OPCPA. But,
according to Hermann, "Livermore is pushing
the frontier of OPCPA technology, combining
Livermore’s unique expertise in high-beam-
quality, high-average-power lasers and nonlin-
ear optics."

(a) ThelOO-megaelectronvolt linear accelerator and (b) the Falcon ultrashort-pulse laser are being integrated 
produce a short-pulse x-ray source. Livermore scientists will use the x rays to probe the dynamics of materials
under shock conditions.
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(a) A laser with 500-picosecond pulses caused the high explosive LX-16 to burn during cutting. (b) 
Livermore s system, the 150-femtosecond laser pulses are so short and fast that they deliver virtually no head

to the area being cut.

A major application for OPCPA will likely
be in laser machining, which requires high
average power, high beam quality, and ultra-
short pulses (about 20 to 1,000 femtoseconds).
Unlike other chirped-pulse amplification
approaches, OPCPA produces negligible ther-
mal aberrations that in turn cause degradation
of the laser beam. Although not yet demon-
strated at high average powers, an OPCPA laser
should be able to produce hundreds of watts or
even kilowatts of average power with high
beam quality. In contrast, most conventional
Ti:sapphire chirped-pulse lasers, including
Livermore’s systems, have operated at 20 watts
or less. Higher power should translate into
faster production and better process control
during machining.

Much of the SPLAT program’s work is
related to stockpile stewardship and improving
Livermore’s ability to verify the safety and reli-
ability of the nation’s aging nuclear weapons
stockpile. Before the arrival of OPCPA technol-
ogy, the team built the Falcon, a 3-terawatt, 35-
femtosecond laser facility with a moderate
repetition rate, to use as a material probe. A
joint team of SPLAT and PAT personnel recent-
ly began to integrate the output from Falcon
with the electron beam generated by
Livermore’s 100-megaelectronvolt linear accel-

erator. Together, the laser and the accelerator
will be an advanced light source whose ultra-
fast and ultrabright pulsed x-rays will be used
as probes for dynamic studies of solid-state and
chemical systems.

Hermann notes that the Falcon and other
short-pulse lasers at Livermore may benefit
from being upgraded with the OPCPA system.
"Controlling and in some cases eliminating the
prepulse is desirable," says Hermann. "It
means that researchers will be able to control
the experimental initial conditions of the laser
material dynamics."

Benefits Abound
Emerging technologies for optical-paramet-

ric chirped-pulse amplification and diffractive
optics will soon find their way into several
Livermore lasers, from small high-average-
power systems for manufacturing to high-ener-
gy systems such as NIF, the 192-beam laser
being built to support stockpile stewardship
science research. NIF and SPLAT personnel are
assessing the potential for adding these tech-
nologies to produce short pulses on NIF.
Combining ultrashort pulses with the powerful,
multimedgajoule capacity of NIF would result in
a unique stockpile stewardship capabilities, and
investigate new areas of extreme-field science.

4-9
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Hybrid chirped pulse amplification

Igor Jovanovic Christopher A. Ebbers C. P. J. Barty

ABSTRACT

Conversion efficiency in optical parametric chirped pulse amplification is limited by spatio-temporal
characteristics of the pump pulse. We have demonstrated a novel hybrid chirped pulse amplification
scheme that uses a single pump pulse and combines optical parametric amplification and laser
amplification to achieve high gain, high conversion efficiency, and high prepulse contrast without ’
utilization of electro-optic modulators. We achieved an overall conversion efficiency of 37% from the
hybrid amplification system. Generation of multi-terawatt pulses is possible by using this simple method
and commercial Q-switched pump lasers.

INTRODUCTION

In the past decade, chirped pulse amplification (CPA)1 revolutionized the research in high-field
science by allowing unprecedented peak power and focused intensity to be achieved. Despite the multitude
of technological advances, amplification of chirped optical pulses remains challenging. Expansion and
recompression of ultrashort pulses to their transform limit over many orders of magnitude, combined with
compensation of group delay due to dispersion and nonlinear phase accumulated in the system (B-integral),
is dependent on the particular design of the laser system. Amplification of pulses over many orders of
magnitude in laser amplifiers also results in bandwidth narrowing.2 Most sub-100-fs CPA systems to date
are based on Ti:sapphire,3-9 many of which utilize regenerative amplification and electro-optic switching to
produce high gain. However, regenerative amplifiers can produce prepulses at integer multiples of the
cavity roundtrip time prior to the main pulse. Without further isolation, the resulting pulse contrast can be
incompatible with desired experimental conditions in high-field target experiments.

Optical parametric chirped pulse amplification (OPCPA)1°’11 has been suggested as an alternative
high-gain amplifier technology with potential to simplify CPA systems. OPCPA operating in the
nanosecond pump regime has favorable characteristics: a gain of 6-7 orders of magnitude can be readily
obtained in a single pass through only -30 mm of nonlinear solid-state optical parametric amplifier
(OPA)12 such as B-barium borate (BBO). This can be achieved without bandwidth narrowing at multiple
center wavelengths, dependent on the amplifier material, pump-signal geometry, and pump wavelength.
Reduced optical path through the gain medium results in reduced B-integral. Other favorable characteristics
of OPCPA include a reduction of amplified spontaneous emission (ASE) level of one order of magnitude
compared to Ti:sapphire,11 and a negligible heat load associated with perfectly elastic parametric
amplification process. The most problematic aspect of OPCPA, however, is the relatively poor conversion
efficiency when simple, commercial, Q-switched pump lasers are used. The most significant obstacle to
high conversion efficiency in OPCPA is the mismatch between the pump pulse width and the pulse width
of the stretched broadband signal pulse. Pump beam quality and spati0-temporal evolution are additional
considerations due to finite angular acceptance of OPA.13 As a result, the highest reported conversion
efficiency to date in OPCPA pumped by a commercial Q-switched pump laser is 6%.14 While a perfect
(100%) conversion efficiency to signal plus idler is theoretically possible in OPCPA, development 
suitable ns-pump lasers is expensive and impractical for low-cost tabletop applications. On the other hand,
amplification in broadband laser materials such as Ti:sapphire has been demonstrated at up to 50% pump-
to-signal conversion efficiency, which is 90% of the theoretical quantum efficiency in that material.8’15 In
this Letter, we present a novel technique of hybrid chirped pulse amplification, which combines the
advantages of high-gain, single-pass, optical parametric amplification with the superior conversion
efficiency of a laser amplifier, when pumped by a simple, commercial, Q-switched pump laser.

PUMP ABSORPTION

A unique characteristic of optical parametric amplification that distinguishes it from amplification in
conventional laser gain media is the absence of pump absorption. Since optical parametric amplification is
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an instantaneous nonlinear process, unconverted pump energy leaves the amplifier with losses limited to
surface reflections. This opens the possibility of using the unconverted pump energy to pump a laser
amplifier. Typically, pulses produced by commercially available pump lasers are much longer than the
signal chirped pulses, allowing only a small temporal slice of the pump energy to be converted in optical
parametric amplification. Since a laser amplifier acts as a temporal integrator of the pump energy, it is
insensitive to this temporal modulation of the pump. In our experiment we used the residual pump energy
after an OPA to pump a Ti:sapphire multipass amplifier and thus obtain high overall conversion efficiency.

HYBRID CHIRPED PULSE AMPLIFICATION SYSTEM

The hybrid chirped pulse amplification system is shown in Fig. 1. A mode-locked Ti:sapphire
oscillator produced a train of 5-nJ, 30-fs pulses at the center wavelength of 820 nm, with a 26-urn FWHM
bandwidth. Oscillator pulses were stretched to 600 ps prior to amplificationJ 6 We used a seeded,
commercial, Q-switched, Nd:YAG laser (Spectra-Physics GCR Pro 350-I0) as a pump. The laser operated
in a single longitudinal mode and produced 1.5 J of 532-nm output in 6.9-ns FWHM pulses, at a 10 Hz
repetition rate. The pump laser was timed to the oscillator output, with a characteristic timing jitter of-0.5
ns. Since we were limited by the available aperture of our OPA crystals (5 mm x 5 mm), we used only 225
mJ of pump energy to pump the hybrid CPA system.
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FIG 1. Experimental setup for hybrid chirped pulse amplification. D-dichroic, TFP-thin film polarizer,
WP-waveplate, T-telescope.

The OPA17 was comprised of two BBO crystals. The lengths of the first and the second crystal were
20 mm and 15 mm, respectively. The crystals were cut at 23.8° for type I noncollinear angular phase
matching. The external noncollinear angle between the signal and the pump was selected to be 3.7°, which
maximizes the gain bandwidth in BBO at this combination of pump and signal wavelengths. The plane of
noncollinearity was selected perpendicular to the principal plane of the first (longer) crystal to increase the
effective interaction length. In the second crystal, the plane of noncollinearity was chosen parallel to the
principal plane, which allowed signal and pump beams to emerge out of the OPA at the same height.
Crystals had a 2° wedge on their output faces to prevent intra-crystal parasitic oscillation.

The near-field pump beam profile was imaged from the doubling crystal of the pump laser to a plane
between the two BBO crystals. The diameter of the collimated pump beam in the crystals was 3 mm
FWHM, and produced a peak intensity of 330 MW/cm2. The size of the seed beam was l mm in the first
crystal, and the beam was slightly divergent throughout the system to reach the size of 2 mm in the second
BBO crystal. In this way, better spatial overlap of pump and signal was achieved in the first (longer)
crystal, while better conversion efficiency resulted in the second (shorter) crystal, where local pump
depletion occurred.

The signal beam was separated from the pump after amplification in the first crystal using a
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dichroic beamsplitter. The signal was subsequently coupled into the next crystal using another dichroic
beamsplitter. Separation of signal and pump between the two crystals was necessary to produce good
spatial overlap and the desired noncollinear angle in each crystal. We obtained a maximum gain of 6xl06
from the two-stage OPA. The maximum amplified signal pulse energy in the OPA was 3 mJ, for a
conversion efficiency to signal and idler of 38% in the temporal window defined by the FWHM stretched
seed pulse width, or 2% overall conversion efficiency. Fig. 2 shows the output energy from the OPA as a
fimction of pump energy, together with the results of our numerical model.]4 Subsequent optimization of
the beam profile of the amplified signal was obtained by adjusting the spatial overlap and displacement of
pump and signal and resulted in an output energy of 2 mJ. Following the OPA, only 195 mJ of the
unconverted pump energy was available due to the energy lost to nonlinear conversion and losses on
unoptimized optical coatings.
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FIG 2. Output energy from the optical parametric amplifier as a function of input pump energy. The lines
represent the results of calculations using our numerical model

After amplification in the OPA, the residual pump was relay imaged onto a 10-mm long
Ti:sapphire crystal, which was a part of a bow-tie four-pass amplifier. The pump beam fluence on the
Ti:sapphire crystal was 3 J/cm2, and 175 mJ of pump energy was absorbed in Ti:sapphire. The signal was
spatially separated from pump after 10 cm of propagation out of the second BBO crystal and collimated to
FWHM beam diameter of 3 ram, slightly overfilling the pump beam in the Ti:sapphire crystal. A 1-meter
delay was introduced between the signal and the pump after the OPA to allow full absorption of pump
energy in Ti:sapphire crystal before the arrival of the signal pulse. The maximum obtained signal energy
from the four-pass amplifier was 65 mJ, which is 37% of the absorbed pump energy.

In Fig. 3 we present the stretched seed and amplified signal spectra from the OPA and the four-
pass amplifier. The measured spectral bandwidth of the OPA output increased to 49 nm FWHM due to
pump depletion. Additionally, a small spectral shift to longer center wavelengths occurred as a result of
nonuniform gain profile in the nondegenerate BBO OPA. Some bandwidth narrowing (44.5 nm FWHM
output vs. 49 nm FWHM input) occurred in the four-pass Ti:sapphire amplifier, and the center wavelength
was pushed by saturation to even longer wavelengths. The Fourier transform limit of the amplified output
spectrum is 30 fs. It has been Shown previouslyII that the additional, phase-mismatch-induced, spectral
phase in OPCPA can be readily compensated using conventional techniques to produce pulses shorter than
10fs.

The near field output beam profile after amplification in OPA and four-pass amplifier is shown in
Fig. 4. The beam quality of the amplified signal was measured18 to be M2=1.4 in the horizontal direction,
and M2=1.7 in the vertical direction, and was limited primarily by the use of available low wavefront
quality reflectors in the four-pass amplifier. With pump depletion in the OPA and onset of saturation in the
four-pass amplifier, our measured energy stability was 3% (one standard deviation of 100 shots). Pump
depletion in OPA greatly improves the signal energy stability compared to unsaturated OPA.19

We measured the prepulse contrast from our system using a diode and a set of calibrated filters to
be better than 108, despite the fact that we do not utilize any electro-optic modulators in the system. To first
order, prepulse contrast is determined by the total gain in the system. A 1-meter delay between the signal
and the pump after amplification in the OPA ensured that essentially all the energy stored in the Ti:sapphire
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amplifier is transferred to the oscillator pulse that is amplified in the OPA. The pulses arriving prior to the
main pulse did not experience any gain, either in the OPA or in the four-pass amplifier. In effect, OPA
acted as a pulse selector in the system.
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FIG 3. Seed and amplified signal spectra from OPA and four-pass amplifier.

FIG 4. Transverse near-field beam profile of the output of the hybrid CPA system

SUMMARY

In summary, we have demonstrated for the first time the use of a hybrid architecture of OPAs and
laser amplifiers to simultaneously achieve with a single pump pulse large gain and high conversion
efficiency without any electro-optic switching. The output energy and operating wavelength of this source
makes it suitable for energy scaling by subsequent amplification in large Ti:sapphire amplifiers. The system
exhibits a good beam quality and superior prepulse contrast compared to systems based on Ti:sapphire
alone. With l-J pump pulses, peak powers in excess of 10 TW can be produced using this simple technique.
The idea of hybrid chirped pulse amplification can also be extended to different combinations of OPA
nonlinear crystals and laser gain materials, e.g. Nd:glass amplifiers.

The authors wish to acknowledge technical input and assistance of Rick Cross, John Crane, Mark
Hermann, Paul Springer, and David Gibson.

This work was performed under the auspices of the U. S. Department of Energy by the University of
California, Lawrence Livermore National Laboratory under Contract No. W-7405-Eng-48.
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ABSTRACT

We demonstrated a high pulse energy, femtosecond pulse source based on optical parametric chirped pulse
amplification. We successfully amplified 1 ~tm broadband oscillator pulses to 31 mJ and recompressed them to 310 fs pulse
duration, at a 10 Hz repetition rate. The gain in our system is 6x107, achieved by single passing only 40 mm of gain material
pumped by a commercial Q-switched Nd:YAG laser. This relatively simple system replaces a more complex Ti:sapphire
regenerative amplifier based chirped pulse amplification system. Numerous features in design and performance of optical
parametric chirped pulse amplifiers make them a preferred alternative to regenerative amplifiers based on Ti:sapphire in the
front end of high peak power lasers.

1. INTRODUCTION

Chirped pulse amplificationI (CPA) is now routinely used to generate gigawatt, terawatt, and even petawatt2 peak
powers for applications such as short-pulse precision machining3, high harmonic generation and time resolved spectroscopy4,

and fast ignitor driver for inertial confinement fusion5, respectively. Typically, these sources consist of a short-pulse
oscillator, stretcher, regenerative amplifier, a series of high-energy amplifiers and a compressor. Bandwidth limitations of
common laser gain media are partially circumvented by using high-bandwidth materials such as Ti:sapphire in the system
front end, combined with high energy storage materials such as Nd:glass in the final amplifiers. Different applications require
different combinations of pulse energy and pulse width: spectroscopic applications require gJ to mJ pulse energies with 65-
100 fs pulse widths, machining applications require pulse energies in the range of 0.1-50 mJ with pulse widths between 0.5-2
ps, and fast ignitor drivers require relatively large pulse energies (1-10 kJ) with fairly long pulse widths (1-10 ps).

The existing technologies for short pulse generation and amplification rely upon laser hosts such as Cr:LiSAF,
Ti:sapphire, or Yb:YAG. Yb:YAG is used where direct diode pumping of the source is desired. Otherwise, green pumped
Ti:sapphire is utilized. Nd:glass amplifiers find application when large pulse energies with relatively long pulse widths
(hundreds of Is) are sought. Optical parametric amplification6 has been recently identified as an attractive amplification
technology, and its use in CPA systems is referred to as optical parametric chirped pulse amplification7-9 (OPCPA). Optical
parametric amplification is a nonlinear process which involves a signal wave, a pump wave and an idler wave. In OPAs,
intense pulses essentially instantaneously interact in a nonlinear material through nonlinear polarization wave generated at the
difference frequency. Parametric gain is achieved over the coherence length, defined as the length over which the phase

relationship among the three waves departs from the ideal condition ~p-~s-¢Pi =-/[/2 by A~ = 1/:. An

underappreciated feature of optical parametric amplification is that it results in a minimal heat deposition in the OPA crystal,
allowing a different set of material constraints to limit the final energy. Combined with the demonstrated performance of
existing doubled pump lasers, OPCPA appears capable of extending CPA into the kilowatt average power regime1°.

OPCPA has the broad bandwidth capability similar to Ti:sapphire, but offers the flexibility of operating at an arbitrary
wavelength, making OPAs more flexible than solid state lasers. Broad bandwidth can be achieved in a collinear OPA
operating near degeneracy, or in a noncollinear nondegenerate OPA. High gain can be obtained from nanosecond OPCPA by
single-passing a relatively short length (several cm) of gain material, which eliminates the need for complicated regenerative
multi-pass amplification and electro-optic switching. Since the total length of the gain material is short, the accumulated
nonlinear phase (B-integral) is substantially reduced, enabling good amplified pulse recompression without additional
compensation for B-integral. A substantial reduction of the prepulse from a CPA system can be achieved by eliminating the
pulse leakage originating from the regenerative multipass cavity. In addition to the mentioned advantages of OPCPA when
used to replace regenerative amplifiers, OPCPA also allows large energy scaling through large available apertures of
potassium dihydrogen phosphate (KDP) crystals.



Another feature of an OPA makes it even more attractive for applications where the reduction of pulse aberrations is
crucial. Optical parametric amplification is inherently a low-noise amplification process, allowing possible pump phase
aberrations to be transferred to the idler wave, while introducing a negligible modulation to the signal wave. The only noise
that is introduced in the process is due to parametric superfluorescencel], a process analogous to ASE in lasers, and is
typically less intense than ASE for similar gains. The condition for signal amplification to occur with high fidelity is a good
overlap between the signal and the idler waves in space and time. A reduced transverse beam overlap and pump beam
nonuniformity lead to spatial modulation of the signal, while a reduced temporal overlap can produce a modified chirped
pulse spectrum.

In this paper we report on an efficient chirped pulse OPA pumped by a commercial Nd:YAG laser. We present a
numerical model and design for an optical parametric chirped pulse amplifier as a replacement for a regenerative amplifier.
We evaluate the performance of our OPCPA system designed for the front end of a Nd:glass high energy CPA system. In
section 2 we present the experimental setup. This is followed by a description of our numerical modeling in section 3.
Finally, we show the obtained results in section 4 and follow with a discussion of these results and a conclusion. Our result
represents the most efficient OPCPA to date pumped by a commercial Q-switched pump laser.

2. EXPERIMENTAL SETUP

The design of our OPCPA system is presented in Fig. 1. A mode-locked Ti:sapphire oscillator (Spectra-Physics
Tsunami) with a center wavelength of 1054 nm produces 100 fs transform limited pulses. The pulse train consists of 2.5 nJ
pulses at 84 MHz. A single pulse is selected from the oscillator using a Pockels cell and a pair of polarizers. The pulse is
stretched in a four-pass stretcher which contains a 1480 lines/mm diffraction grating and a piano-convex lens, with the
effective grating separation of 8 m. The stretcher is configured to clip the spectrum at its FWHM, with the bandwidth of 16.5
nm. The stretched pulse width is 3 ns, and the stretched pulse energy is 0.5 nJ. As noted in section 4, spherical and cromatic
aberrations in the stretcher limit the recompression of the seed pulse to 280 fs.
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Fig. 1. Experimental OPCPA setup. BSobeamsplitter, TFP-thin film polarizer, WP-waveplate, BD-beam dump, FI-Faraday
isolator, PC-Pockels cell, RM-roof mirror.

The stretched seed pulse is then relay imaged to the OPA. The OPA consist of three [3-barium borate (BBO) crystals.
The size of the first two crystals is 4x4x 15 mm3, while the third crystal is 10x 10xl 0 mm3, permitting scaling to large incident
pump pulse energy by increasing the pump beam diameter. The crystals are cut at 22.8° to allow type I angular phase

matching, and they have a 2° wedge on their output faces to prevent intra-crystal parasitic oscillation.
The pump source for the OPA is a Spectra-Physics GCR 270-10 Nd:YAG laser, operated in single longitudinal mode,

producing 600 mJ of 532 um output. The pulse width of Q-switched pulses is 8.5 ns, at a 10 Hz repetition rate. The transverse
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intensity profile of the pump beam is a supergaussian, while the temporal profile is gaussian, with a characteristic pulse
spatiotemporal evolution for an unstable resonator12. To maximize the gain, tiae relative temporal position of the signal and
pump pulse is adjusted so that the maximum intensity of the signal coincides with the maximum intensity of the pump
transverse center.

The first two BBO crystals are configured as preamplifiers and separated by 2 mm. Walk-off compensation13 is used
in order to reduce the effect of the intrinsic 3.2° extraordinary beam Poynting vector walk-off in BBO. The pump beam is
split by a 15% beamsplitter BS1 into a 90 mJ beam and a 510 mJ beam. The supergaussian transverse intensity profile of the
pump laser is relay imaged to a plane between the first two BBO crystals by means of a telescope, which simultaneously
adjusts the pump beam diameter in the first two crystals to 1.6 mm. The proximity of the two walk-off compensated crystals
in the preamplifier eliminates the need for separate imaging of the pump beam on each crystal, which is a significant
simplification when compared to previous designs.8’9 In addition, dephasing in the small air gap is calculated to produce only
a small (<0.1%) modification of gain in the preamplifier. The peak intensity of the pump beam in the first and second BBO
crystal is 450 MW/cm2. The pump beam is collimated in order to minimize dephasing due to the small angular acceptance of
BBO (0.4 mrad cm).

An additional source of dephasing is the beam quality from the pump source (we measured the pump beam quality to
be 1.6xDL in the sensitive phase matching plane and 1.8xDL in the insensitive phase matching plane). The measured
deviation of the pump beam from ideal beam quality has negligible impact on parametric gain with the selected pump beam
diameter.

The size of the seed beam is dictated by the requirement to avoid spatial modulation on the signal beam due to
transverse walk-off of the extraordinary polarized pump beam, and is set to 0.4 mm in the first two BBO crystals. The center
of the seed beam is displaced from the center of the pump beam by 0.4 mm in the sensitive phase matching direction on the
front face of the first BBO crystal, maximizing the spatial overlap of the beams in the preamplifier. We treat our first two
crystals as large-gain preamplifiers and neglect the low conversion efficiency resulting from the small spatiotemporal overlap
of the seed and the pump pulses. The seed beam is introduced into the crystal at a 1° external angle with respect to the pump
beam, perpendicular to the crystal principal plane. The amplified signal and the idler beam are spatially separated after
propagating 30 cm out of the preamplifier, and the idler is subsequently blocked, leaving only the amplified signal.

We use the beam transmitted through the 15% beamsplitter BS 1 and relay image the supergaussian spatial profile of
the pump beam onto the final BBO crystal (power amplifier). The pump imaging telescope consists of two vacuum image
relays. The use of two vacuum relay telescopes in our system is necessary because of spatial constraints and the requirement
for imaging, beam sizing and temporal matching of the seed and pump between the preamplifier and the power amplifier. The
pump beam diameter in the power amplifier is 3.5 mm, with peak intensity of 430 MW/cm2 on the crystal with 410 mJ
incident pump energy used from the available 510 mJ. Operating at intensity near 0.5 GW/cm2 is a compromise between the
requirement for strong nonlinear drive and the reduction of the risk of crystal damage, leading to greater system reliability. At
operating intensities near 1 GW/cm2 we periodically observed crystal damage on antireflection-coated surfaces, which is
unacceptable in a system with appreciable repetition rate. The signal beam is imaged from the preamplifier and introduced
into the power amplifier using the beamsplitter BS4. The lsignal and idler beams are separated spatially after 2 meters of
propagation out of the power amplifier crystal, given the larger diameter of the signal and idler beam in the power amplifier.

The amplified signal pulse is compressed using a single-grating, double-pass compressor. The compressor contains a
1480 lines/mm grating, set at a diffracted angle of 55.33° to match the stretcher angle. No spectral clipping occurs in the
compressor as a result of the large size of the associated optics. The spectral range is limited by the hard spectral clip in the
stretcher, which limits the size of the spectrally dispersed beam in the compressor. The measured compressor efficiency is
50%. The recompressed pulse width measurement is performed using a scanning intensity autocorrelator for the
recompressed seed, and a single-shot intensity autocorrelator for the amplified signal pulse at 10 Hz.

3. NUMERICAL MODELING

Numerical modeling was found to be an important step for optimizing the performance of the preamplifier and
subsequent power amplifier. Our OPCPA model is based on a numerical solution for the system of coupled differential
equations for difference frequency generation. The system that describes traveling waves can be written in a concise form6 as

dA, _ i 2C01deff A:A3 exp(iAkz),

dz nlc

dA2 _ i 2°92 de~ Ai A3 exp(iAkz ),

dz n2c
(1)

l



!
dA3 2093

- i~deffA1A 2 exp(- iAkz). *¯
dz n3c

where A], .4 2 and .43 are the amplitudes of the electric field of the signal, idler and pump, respectively, def t is effective
1nonlinearity, and Ak is the wave vector mismatch. The temporal walk-off due to group velocity dispersion (GVD) 

neglected because we are concerned with long (nanosecond) pulses. GVD introduces negligible dephasing, since the total
spectral walk-off of signal, idler and pump is very small over the length of the nonlinear crystal. Diffraction effects were not
included in the model explicitly due to their weak relative impact compared with the temporal and spatial modulation. In B

particular, two effects arising from diffraction can influence gain and conversion efficiency in the optical parametric II
amplification. First, a changing beam diameter creates a nonuniform spatial intensity along the crystal. Second, angular
dephasing leads to reduced gain due to finite angular acceptance of the nonlinear process. Both of these effects are ¯
insignificant with the weakly focused beams used in the nanosecond OPCPA, and do not play an important role in the |amplification process.

Eqs. (1) model the interaction of plane waves and have to be suitably modified to describe the situation when the
beam diameter is finite and the beam has a nonuniform transverse intensity profile. In addition, temporal and spectral I
modification of the signal pulse occurs in OPCPA when the pump pulse intensity is not a constant with respect to time. II
Finally, the effect of Poynting vector walk-off for extraordinary waves in nonlinear crystals presents an additional effect thai
requires inclusion in the model. This is particularly important when the beam diameter is comparable to the total transverse D
walk-off over the nonlinear crystal length.

We evaluate those effects by solving Eqs. (1) numerically on a 3-dimensional grid in space and time. We start with
the assumed intensity distribution of the original waves at a point:

I,(x,y,t)=2n, i ( x,y,t~ , i= 1,2,3
I/#o ’ (2)

where I is the beam intensity, x and y are the two transverse coordinates, and t is the temporal coordinate. The intensity
Idistribution is normalized in the following fashion:
Ill

iiiI,(x,y,t)dxdydt=E,, i = 1,2,3, (3)

where E is the pulse energy. We assign a zero phase to the electric field of the seed and pump at the input face of the crystal
(z=0). This is consistent with the insensitivity of optical parametric amplification with respect to the initial phase relationship
between the seed and the pump when an idler is not initially present. Additionally, we introduce the effect of pump beam I!
walk-off angle, p, in one direction (x) and the noncollinear angle in two directions for the signal (f~lx, f~ly) and idler 

(flEx, f22y). We account for the appropriate transverse part the signal, idler and pump at the point z in the crystal by calculating
the corrected transverse displacement:

,I
Xl ’= Xl + f21xZ’ Yl ’= Yl + f~lez, (4) |
X2t= XZ +~’~2xZ ’ Y2 ’= Y2 +f~2ez, (5)

lit
X3’=x3 +pz, (6) I

where (Xl ’, y] ’), (x2’, Y2’) and x3’ represent the corrected transverse coordinates for the signal, idler and pump, respectively.
In CPA the spectrum is linearly chirped in time, so the phase mismatch due to spectral bandwidth can be included

I1by assigning the appropriate value for wave vector mismatch and its projection in the direction normal to crystal surface:
II

Ak(t)= k3- k] (t)- k2 (7)

Akz (t)= 2/r(~- n2 (t)) i
Finally, the system of differential equations can be written as

dAl (Xlt’ yl "t)= i deff A2 (x2’dz  ,Y2 ’, t ’ "yi3 (x3’, y,t)exp(iAkO )z),
I

x’ t) 20)2(t ) ., , , .
I

dA2( 2 ,Y2’,
dz - i~de#A , (x, ,y, ,t)A3(x3’,y,t)exp(iAkq)z), (9)

!



It dA3 (x3’, y,t ) .2(-03(t), 
= , -----Tv-aejy a, (x, ’ , y l ’ , t )A2 (x2 ’ , y 2 ’ , t )exp(- izXk (t 

dz n3 l,t )cI We discretization of the electric field the of with and window sizeperforma on grid (DX, DY,DT) points a spatial temporal
(WX, WY, WT), such that the following normalization applies:

~’0
DX DY DT

i eo WX WY WT 2
2hi ------EEE Ai(l"k’l] =Ei’ i=1,2,3.

(10)
/Jo DX DY DT s=l k=l l=l

The system (9) in discrete form is solved numerically using a 4th order Runge-Kutta integration routine, yielding solutions

I for electric field amplitude and phase at the crystal output in a spatially and temporally resolved form. It is important to note
that the model allows initial misalignment of the seed and pump beam at the input face of the nonlinear crystal. This is a
frequent experimental optimization procedure required to achieve best overlap of the beams inside a crystal which exhibits
walk-off for one of the beams.

I Our system uses a pump laser based on an unstable resonator, with a complicated spatiotemporal pulse evolution12.

We recorded the pulse shape using a scanning pinhole in the image plane of the pump pulse. A numerical fit has been
obtained for the pump pulse shape, as shown in Fig. 2 in a 4 ns temporal window centered at the peak of the pump pulse

I intensity. We use the obtained pump spatial and temporal pulse shape in our numerical model.

Irtensity i i ! i

| ’ i
0.5. ’! !’ ’1~2

I
0 t(m)

-
r(mm) 2 ~,~P’

i 4 -2

Fig. 2. Spatiotemporal evolution of the pump pulse originating in an unstable laser resonator. Shown is the normalized

I intensity as a function of the radialposition r and time t, in a 4 ns time window.

4. RESULTS

I With the injected signal of 0.5 n J, the measured output from the first BBO crystal was 1.8 p.J, (Gain=3700), and from
the second BBO crystal we obtained 1.5 mJ (Gain=830). Gain was optimized by adjusting the transverse displacement
between the seed and the pump on the front face of the first preamplifier crystal. The measured amplified signal pulse width,

I after passing through the preamplifier, was 3 ns at the clip points in the temporal domain. This is identical to the original
stretched pulse width at its clip points in the temporal domain. Through adjustment of the waveplate, we could vary the
amplified signal energy exiting the preamplifier by changing the pump intensity.

The expected small signal gain in the power amplifier is 160. We measured a maximum gain of 20 from the powerI amplifier operating in the regime of strong depletion. The signal beam is amplified up to 31 mJ with 1.5 mJ of injectedpump
signal from the preamplifier. In Fig. 3 we show the extracted energy for several preamplifier outputs. The maximum pump to
signal conversion efficiency in the power amplifier crystal is achieved when the preamplifier output is set to 1.5 mJ. The

I conversion efficiency of the pump to signal is 25%, by including only the pump energy contained in the temporal overlap of
the pump with the signal. The overall pump to signal conversion efficiency in our OPCPA system is 6%. Our numerical
model was applied to calculate the energy extraction in the final amplifier. We used the measured spatiotemporal
characteristics of the pump and the signal in our calculation. The integration was performed on a 5 mm2 spatial and 3 ns

I
I



temporal window, on a grid of 50x50x1000 points. The maximum intensity of the seed corresponded to the maximum
intensity of the pump. The diameter of the signal in the final amplifier was 2.5 mm at its FWHM. As shown in Fig. 3, we
observe fairly good agreement between the numerical model and the experimental results.

~.5-

~0-
t.-
a
~5-

~0-

5-

I

Preamplifier
output ./

¯ "-"’=- 0.5 mJ ~ /
¯ - - - 1.0 mJ ",l~sI¢
¯ .......... 1.5 mJ ~¢’/ ..-,;

,,o ~....

~,,~I-" .=....=."

’ I , I ¯ I , I
0 1 O0 200 300 400

Power amplifier pump energy (m J)
Fig. 3. Seed and amplified signal spectra from preamplifier and power amplifier..4 spectral modification occurs in both
preamplifier and power amplifier.

Fig. 4 shows the measured spectra for stretched seed, amplified signal from the preamplifier and the amplified signal
from the power amplifier. The measured bandwidth of the pulse is 16.5 nm at the spectral clip points in both the preamplifier
and the power amplifier. This is consistent with the absence of bandwidth narrowing due to intrinsic OPA bandwidth. In our
configuration we operate the power amplifier of the OPA in the depleted pump regime in order to obtain a large extracted
energy. This is done at the expense of the recompressed pulse contrast level, which remains limited by the hard clip on the
spectrum occurring in the pulse stretcher. The amplified signal spectral shape is modified by strong pump depletion in the
power amplifier and resembles a top-hat shape in the central 70% of the beam diameter. The measured output stability of the
signal is greatly improved in the regime of strong pump depletion14, reducing the effect of pump energy variation and
temporal jitter. Since the stretched signal pulse width is relatively long, a timing jitter in excess of -1 ns produces a
significant modification of the amplified spectrum.
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Fig. 4. Experimental extraction data from the final BBO amplifier. The lines are obtained from the numerical model.

I

i
I

n
n
I
I

n
I

I
I

I
I

I
I

I
I
I



I
I

I

I

I
I
I

I

I
I
I
I

I

I
I
I
I
I

I

The near-field transverse intensity profiles for pump, seed and amplified signal is shown in Fig. 5. The incident seed
beam quality was M2=1.6+0.2 in the sensitive direction, and M2=1.2+0.2 in the insensitive direction. The source of the
measured imperfect beam quality of the seed is the hard beam clip that occurs on the stretcher lens and spherical and
chromatic aberrations in the stretcher. We measured the beam quality of the signal and obtained M2=2+0.2 in the sensitive
direction and M2=1,2+0.2 in the insensitive direction. Optical parametric amplification is a process which conserves the
signal beam quality to a very high degree. However, the small diameter of the pump beam in the preamplifier leads to a
strong effect of pump beam walk-off in the crystal sensitive direction. It is believed that this spatial modulation gives rise to
the increase in the observed M2 in the sensitive direction of the crystal.

Fig. 5. Intensity profiles in the near field for (a) pump, (b) seed, and (c) amplified signal.



As mentioned previously, we initially compressed the stretched 0.5 nJ seed pulses to 280 fs FWHM (Fig. 6a),
limited by the spherical and chromatic aberrations occurring in the pulse stretcher, which contains a lens-based refractive
telescope. The intensity autocorrelation of the recompressed pulse at an energy of 31 mJ is shown in Fig. 6b. The
recompressed amplified pulse duration is measured to be 310 fs FWHM, a 10% increase compared to the best achieved seed
recompression before amplification in OPA. The recompressed pulse pedestal is decreased after amplification. This is
probably the result of the modification of amplified spectrum in OPCPA operating in the regime of strong pump depletion.
Since the exact impact of stretcher aberrations on the recompressed pulse shape is unknown, we used a conservative gaussian
deconvolution factor to calculate the recompressed pulse width.

(a)

390 fs

(b)

2-- " - -/

Time Time

Fig 6. Recompressed pulse intensity autocorrelation for (a) seed pulses, and (b) amplified pulses. Indicated is the FWHM 
the autocorrelation trace. Deconvolved pulse width is (a) 280 fs and (b) 310 

5. CONCLUSION

In summary, we demonstrated a successful use of optical parametric amplifiers for broadband, high fidelity, chirped
pulse amplification. Our OPCPA produced a 50-fold increase in amplified pulse energy and a 10-fold improvement in
efficiency compared to previous systems pumped by commercial Q-switched pump lasers1s’16. Our improved efficiency is a
result of several factors. Asymmetric splitting of the pump pulse is utilized to obtain a high gain from the preamplifier with
small fraction of the pump energy discarded. This is followed by the efficient power amplifier with large pump beam and
short crystal, resulting in good spatial overlap between the pump and the signal. Walk-off compensated double-crystal
preamplifier design allows a relatively small pump beam to be used in the preamplifier. Pump beam is collimated to reduce
the angular dephasing in the type I process in BBO. The increased stretched seed pulse width allows a greater fraction of the
pump energy to be transferred to signal.

The wavelength and pulse energy level from the demonstrated OPCPA is ideal for seeding high energy Nd:glass
amplifiers of high power lasers. The peak power of 50 GW was obtained from a relatively compact and simple setup which
does not utilize multipass amplification. We expect the focused intensity from our system to be on the order of 10z6 W/cm2.

Although our system did not exploit the full bandwidth capabilities of type I nearly degenerate OPAs, we demonstrated high
gain, conversion efficiency and amplified pulse fidelity in OPCPA, which gives a viable cause for an all OPA-based kilojoule
level ultrashort pulse source.

We foresee several improvements that can lead to better performance of our system. It is expected that a
nondegenerate OPCPA at 800 nm will produce better efficiency because of the favorable splitting of the pump energy to the
higher frequency field. In addition, the availability of ultrashort pulse sources will also enable the examination of the
capability of OPCPA to produce pulses significantly shorter than those possible with our source. Finally, the development of
appropriate pump lasers with uniform spatial and temporal intensity profile and pulse width matched to the stretched pulse
can produce better conversion efficiency. We are currently upgrading our system with an aberration-free, all-reflective
stretcher, eliminating the bottleneck in our design that limits the recompressed pulse width. With a suitable high energy pump
laser and current compression grating technology, powers in excess of 1016 W are feasible using OPCPA8.

This work was performed under the auspices of the U. S. Department of Energy by Lawrence Livermore National Laboratory
under Contract No. W-7405-Eng-48.
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Angular effects and beam quality in optical parametric amplification
Igor Jovanovic,a) Bdan J. Comaskey, and Deanna M. Pennington~
Lawrence Livermore National Laboratory, Mail Code L-399, 7000 East Avenue, Livermore, California 94550

Advances in optical parametric devices, in particular those requiring high conversion efficiency, rely
on pump laser and gain medium properties. We describe and theoretically model the source of
dephasing due to angular deviation from ideal phase matching in optical parametric amplification.
Real laser beams have angular content, which is described by their spatial frequency spectrum. Such
beams cannot be treated as single plane waves in nonlinear interactions. Our mathematical model is
based on a plane wave decomposition of Gaussian and top-hat beams into their components in
spatial frequencies. Several popular nonlinear materials (beta-barium borate, lithium borate, and
potassium dihydrogen phosphate) are examined for phase matching angles and dephasing is
rigorously calculated. The impact of the beam angular content on small signal gain and on
conversion efficiency in the strongly depleted regime is evaluated numerically. In addition, a
criterion is formulated for beam quality tolerance in optical parametric amplifiers, for critical and
noncritical phase matching. The impact of initial conditions in optical parametric amplification is
considered. Our calculations are intended primarily for devices pumped with long (nanosecond)
pulses. © 2001 American Institute of Physics. [DOI: 10.1063/1.1407312]

I. INTRODUCTION

Since their first demonstration in 1965,1 optical paramet-
ric amplifiers (OPAs) have received significant attention due
to their intrinsic design simplicity, large gain, and broad tun-
ability. Devices were demonstrated with femtosecond,2

picosecond,3 and nanosecond4 pulses. These pulse widths al-
low large beam intensities required to drive the nonlinear
amplification process efficiently. Recently, a scheme has
been demonstrated which allows high energy extraction in a
short pulse from an OPA. The technique, termed optical
parametric chirped pulse amplification,5 has been theoreti-
cally shown to support up to 15 PW peak powers with the
current compression gratings technology,6’7 and a potential to
completely replace Ti:sapphire in broadband amplification.8

Optical parametric amplification is a three-wave mixing
process in which pump, signal, and idler waves are involved.
A low intensity signal wave (seed) is incident on a nonlinear
medium together with a high intensity pump wave. Through
the difference frequency generation process, the idler wave is
generated at difference frequency between the pump and the
signal wave. Simultaneously, the signal wave is coherently
amplified. The system of coupled differential equations for
the amplitudes of three waves, which was derived by Arm-
strong et aL9 is

dE1 .2o91
= t ._~_deffE~E3 exp(iAkz),

dz nit

dE2 2 o~ 2 ,
d---z- =i~2c deffEl E3 exp(iAkz),

(1)

a)Author to whom correspondence should be addressed; electronic mail:
j ovanovic 1 @ llnl.gov

dE3 2oJ~-_
= i------=~deffE1Ez exp( - iAkz),

dz n3c

where 1, 2, and 3 denote the signal, idler, and pump waves,
respectively, deer is the effective nonlinearity, and Ak
= [Akl is the wave vector mismatch. The intensity I is given
in terms of the electric field amplitude E by

I= 2 eonc [El2. (2)

The amount of dephasing among the waves is described by
the wave vector mismatch Ak. In general, dephasing is due
to departure from the ideal phase matching condition in para-
metric three-wave interactions:1°

Ak= kp- ks- ki. (3)

In optical parametric amplification, efficient energy transfer
from the pump wave to signal and idler waves occurs when
a constant phase relationship among the three waves is main-
tained:

4,p- ~,- ~; = - ~/2. (4)
A nonvanishing wave vector mismatch Ak causes the waves
to fall out of phase, with characteristic coherence length Lc :

7T
L~ = ~--~. (s)

Careful maximization of efficiency is particularly impor-
tant for high repetition rate OPAs, where the available pump
pulse energy is relatively small. The conversion efficiency
depends on the overlap between the pump and signal pulses
in space and time.tl’12 When nanoseCond pump pulses are
used, longer interaction lengths in the crystals are required.
Under these conditions, dephasing due to angular, spectral,
and temperature bandwidth and crystal nonuniformity be-
comes important. In this article we theoretically investigate
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the impact of the angular spectrum of the pump and signal on
conversion efficiency in optical parametric amplification, and
we show results of our calculations for several nonlinear
crystals commonly used as OPAs.

Boyd and Kleinman13 performed the first analytical cal-
culations of coupled wave interactions with focused Gauss-
ian beams. Their calculations included effects of rapidly vari-
able intensity in tight focusing conditions, walkoff, and
diffraction. However, their analysis was limited to small con-
version efficiency and Gaussian beams. More recently, Wong
et aL14 investigated conversion efficiency for second har-
monic generation. In their model they used a beam with
Gaussian distribution of divergence and included depletion
effects. We extend the calculation of Wong et al. to predict
the limits of performance for OPAs, using a plane wave de-
composition model for Gaussian and top-hat beams. We de-
rive phase matching curves for several common nonlinear
crystals and apply them to the specific case of optical para-
metric amplification. Additionally, we establish a relationship
between laser beam quality and conversion in OPAs. We
include the impact of initial conditions in the process of op-
tical parametric amplification. Finally, we derive a criterion
for beam quality that allows large conversion efficiency in
OPAs, for critical and noncritical phase matching.

II. MODELING OF ANGULAR DIVERGENCE EFFECTS

In optical parametric devices, nonlinear crystals are
commonly placed in the laser beam waist, which allows the
laser intensity to rise to the level required for efficient para-
metric interactions and ensures best possible collimation. A
perfect Gaussian beam propagates according to the following
equation:

w’ ÷ ( (z-z°)121
/ ~ ] }’

(6)

where w is the beam radius, w0 is the beam waist radius, and
z is the longitudinal position (z0 being the waist position). 
the beam waist, we can obtain the one-dimensional distribu-
tion of the electric field in spatial frequencies by taking the
Fourier transform of the transverse electric field distribution:

E(s) f :=E(x)e-"Xdx, (7)

where s is the transverse spatial frequency. The Fraunhofer
diffraction pattem in the far field is equivalent to the near-
field distribution in spatial frequencies (s= O/k). Therefore,
any real laser beam consists of a superposition of plane
waves, with a distribution of divergence as indicated by the
spatial frequency distribution. This divergence spread con-
tributes to dephasing in optical parametric amplification.

We use the M2 formalism15 to describe beam propaga-
tion when transverse beam quality differs from the ideal
transform limit:

w2(z)=w2( l + ( M2 h(z-z°)121%7W-wo )) (8)
Imperfect beam quality can be treated as an increase in the
minimum beam waist-spatial frequency bandwidth product

M2

W0O-s0 = (9)

where the beam waist wo and spatial frequency bandwidth
o-s0 are defined as variances of the beam intensity distribu-
tion in configuration and spatial frequency space, respec-
tively. In our analysis we consider two ideal beam profiles:
Gaussian, a common beam profile obtainable from laser
resonators, and top-hat, favored for nonlinear conversion
processes due to reduced spatial variation of gain and re-
duced Poynting vector walkoff effects. While most real
beams used in optical parametric amplification have beam
profiles intermediate between the two ideal cases, this analy-
sis still gives a quantitative assessment of the expected con-
version from real beams.

Perfect Gaussian beam intensity distribution can be writ-
ten in terms of the electric field amplitude:

E( r) = Eo exp( - ~) . (10)

The corresponding distribution in spatial frequencies is ob-
tained by taking the Fourier transform of Eq. (10):

[E(s)[ ¢rEow2 exp(- 7rZsZw2), (11)

or, for a beam that is not diffraction limited,

qT’E0 W2 [ "/T2$2W2/IE(s)l exp/ - (12)
¯ We choose a uniphase distribution for the pump: E(s)
=[E(s)[. This arbitrary choice is justified by the phase in-
sensitivity of the difference frequency generation. For every
pair of angular components of the signal and pump, an idler
is generated with the phase given by Eq. (4). Therefore, any
initial phase difference among the angular components is
projected to the idler as idler phase content.

Spatial frequency spectrum of the ideal top-hat beam can
be calculated by taking the Hankel transform of the near-
field electric field distribution:

2Jl(2sw)E(s) =z~0w ~, (13)sw

where Ja denotes the first order Bessel function. For a top-
hat beam with a beam quality parameter M2, we define the
spatial frequency spectrum in analogy to the Gaussian case
as

Eow2 Jl(27rsw/M2)E(s) = --~ sw/M2
(14)

The minimum value of the angular divergence a corresponds
to M2=l.

In Fig. 1 we show normalized intensity distributions in
divergence angles for a Gaussian TEM00 and a top-hat radi-
ally symmetric beam of equal radial intensity variance. We
note that the spatial frequency spectrum for a top-hat beam is
broader than for the Gaussian beam for the same radial in-
tensity variance. While the spatial frequency variance cannot
be evaluated for a top-hat beam,15 the calculated distribution
for the top-hat beam nevertheless allows quantitative analy-
sis in OPAs. An OPA acts as a spatial filter on the spatial
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FIG. 1. Normalized intensity distributions in divergence angles. The solid
curve represents a Gaussian and the dashed curve represents a top-hat beam,
w0=0.5 mm, k= 1054 nm.

frequency distributions Eqs. (12) and (14) due to its finite
angular phase matching bandwidth. This limits the spatial
frequency range that needs to be evaluated. In our test cases
the relevant spatial frequencies are limited to 3~rs0 for
Gaussian beams, and to the secondary zero of the intensity
distribution in spatial frequencies for top-hat beams.

When the beam is not propagating along one of the crys-
tal axes, the change of the index of refraction is more sensi-
tive to angular deviation in the principal plane of the crystal
(critical phase matching). In Fig. 2 we calculate small signal
gain for a 1054 nm signal in 15 mm of beta-barium borate
(BBO) pumped by a 532 nm pump. The signal and the pump
are collinear plane waves. We show the dependence of gain
on angular detuning of the pump beam, in the principal plane
and perpendicular to the principal plane of the crystal. We
observe that detuning in the principal plane is the dominant
contribution to total angular detuning. Our general two-
dimensional analysis for uniaxial crystals can therefore be
reduced to a computationally less demanding one-
dimensional case, where only detuning in the principal plane
is considered. In biaxial crystals, critical phase matching is
generally achieved in one of the principal planes of the crys-
tal. In that case we can apply the same analysis to biaxial
crystals, taking advantage of the large difference in angular
sensitivity in the principal plane and perpendicular to the
principal plane. We calculate the one-dimensional field dis-
tribution as

3x104.

2x104

1x104

o
-1o

/
/

/
I
I

I

-5 o
Angle (mrad)

!
1o

FIG. 2. OPA gain in 15 mm of BBO as a function of angular detuning, hs
= 1054 nm, Kp= 532 nm, and lp= 500 MW/cm2. The solid curve represents
the detuning in the sensitive direction, and the dashed curve represents the
detuning in the insensitive direction. The phase-matching angle 0=22.8°.
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cfiE,(s,)l=__ ie( dsy2 2 2 , (15)
--co

where Sx and sy are the spatial frequencies in two principal
directions, El(sx) is the one-dimensional field distribution,
E(s) is the radial field distribution in spatial frequencies, and
C is the normalization constant, such that

f~_®lEl(Sx)12dsx= folE(s)1227rs (16)

A notable exception to this simplified treatment is the
analysis of noncritical!y phase-matched processes, where
beam propagation is achieved along one of the principal
axes. In that case, angular sensitivity has similar magnitude
in both directions, requiring a full two-dimensional analysis.
A common example for a noncritically phase-matched crys-
tal is lithium triborate (LBO), with its sensitivity curve plot-
ted in Fig. 13 of the Appendix.

In this study we focus on dephasing due to angular de-
viation from the ideal phase matching in optical parametric
amplification. For this model we assume a single frequency
pump and signal and negligible group velocity dispersion.
Without parametric interaction, we assume the transverse
pump beam intensity distribution constant along the length
of the crystal z. We evaluate the parametric interaction at an
arbitrary transverse point (x, y) on the crystal. We perform
our calculation from (x, y,zi) tO (X, y,Zf), where zi is at the
input face and zy is at the exit face of the crystal. Aside from
depletion effects, the initial angular distribution of the pump
chosen at zi is maintained throughout the length of the crys-
tal. We use the spatial frequency distribution of the electric
field as the angular distribution for the plane wave decom-
position at the input face of the crystal. We are neglecting the
intensity variations, as we are mostly interested in nanosec-
ond OPAs, with relatively weak focusing and long depth of
focus compared to the OPA length. Also, the Guoy phase
shift that occurs on relatively short scale when tightly fo-
cused beams are used is not relevant to our calculation with
weakly focused beams and short crystals.

We represent the electric field for the incident signal and
pump as a sum of plane waves with angular distribution
identical to the one-dimensional electric field distribution in
angles Eq. (15):

N

Et=~ Alie, exp[-i(tolt-ktir)], l = 1,3, (17)
i=1

where eli represents the unit vector perpendicular to the
propagation direction of the corresponding plane wave, and
Ali represents the amplitude of an individual plane wave,
normalized to the intensity 1l of the corresponding beam:

N

E
i=1 eo 2nt, l=1,3. (18)

The limited width of angles about the phase matching angle
for the signal and pump is uniformly divided into N angular
components. We use the finite angular ranges of signal and
pump as described above. We note that an approximation can
be made: k,r=knz, as a consequence of paraxial beam
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propagation. We can now solve the coupled differential equa-
106] (a)tions that govern the difference frequency generation:

I,01 --oo°e h-n0d N,dili .2 ~oldeff ,~--a .
"--ff~=t-"S-’E--~2a A2ijA3jexp(tAkijz), i=1 .... N, 10’~ +~=2x10 ~ ~

da2ij 2~2deff ~9 10~ __&__a=lOxlO-= S~O.,~
---’~Z =t~2c AtiA~jexp(,Akljz), z=l .... N,

102~ ~~
j=l ..... N, (19)

10’~ ~ I10o-,-
dA 3j 2 (.03 deft ,~N

0-~0 " 015 " 110 " 115 " 910
"--7"--=i-"S-2--- ~ A]iA2jexp(-iAkijz),az

n3t" J= ] 6 Crystal length (era)

Ij=l .... N,
10 ] (b)

@t --n°’eph""gwhere kij is the wave vector mismatch among the signal
10, t +,=0.5x10" f.,~’~

I
angular component All , idler angular component a2ij, and

~- 3] +~=1°~ ~/,~.lV"pump angular Component A3j. The wave vector mismatch

(A]5) for biaxial crystals. Note that an idler angular compo- 10 = ~,,=5
nent A2ij is assigned to each combination of the angular 101 t _~~r.~...~--"r
components of the signal All and pump A3j. The direction
of the generated idler angular component A2ij is defined by 10°. _ _
the nonlinear Snell’s law for the incident signal and pump 0.0 0.5 1.0 1.5 2.0

Iangular components Ali and A3j, respectively. This direction Crystal length (cm)
is explained in more detail in the Appendix.

We solve the system of coupled differential equations by
the fourth order Runge-Kutta method for numerical integra-
tion. The required number of the integration steps and the
transverse mesh size are determined by testing the resultant
convergence with increasing grid finesse. Our typical calcu-
lations were carried out with N= 50 in the spatial frequency
domain and 1000 steps in the numerical integration per cm
of crystal length. Our analysis tracks the electric field ampli-
tude and phase throughout the interaction region, followed
by the calculation of total beam intensity and gain.

III. RESULTS OF MODEL CALCULATIONS

We now proceed to calculate the influence of the angular
divergence on small signal gain in an OPA. In order to quan-
tify the beam divergence in our calculations, we introduce
the pump beam divergence parameter a:

M2h
O~=~"

w (20)
The divergence parameter takes into account beam size,
wavelength, and beam quality, and is proportional to the far-
field diffracted angle. We choose the simulation parameters:
Ip = 500MW/cm2, /seed = 10-3 W/cm2, hp= 532 nm, and hs
= 1054 nm. The difference frequency mixing process used is
1054 nm (o) + 1074 nm (o)=532nm (e). The minimum 
dial intensity variance-spatial frequency bandwidth product
is assumed for the incident seed beam. This corresponds to
the experimentally relevant case of amplification of a high
quality seed beam using an energetic pump beam of less than
ideal beam quality.

Figure 3(a) shows the small signal gain in BBO as 
function of interaction length in the crystal, for several di-
vergence parameters a with Gaussian beams. Indicated in

FIG. 3. Small signal gain in BBO for different divergence parameters for:
(a) Gaussian beams and (b) top-hat beams. Simulation parameters: s
= 1054 nm, hp=532nm, and Ip=500 MW/cm2. I
Fig. 3(a) is the result of our model calculation when zero

Idephasing (Ak=0) is assumed. It is in agreement with 
simple calculation based on a single, perfectly phase-
matched plane wave. An identical calculation is performed

Iwith a top-hat beam, with results Shown in Fig. 3(b). It 
apparent that a reduction of gain occurs even for modest
values of divergence parameter ce, consistent with the rela-

I
tively narrow angular acceptance of BBO. We also observe
that the gain reduction is more severe for a top-hat beam than
for a Gaussian beam with the same divergence parameter a,
resulting from the broader spatial frequency distribution for a

Itop-hat beam compared to a Gaussian beam with the same
radial intensity variance w. Identical behavior is observed in
potassium dihydrogen phosphate (KDP). This crystal is also

I
a uniaxial crystal, but it has a much lower nonlinearity than
BBO. KDP is available in large apertures and it is therefore
attractive for high energy nonlinear applications. Results are
shown in Fig. 4, with the same interaction parameters, except

Ithat longer crystal length was observed due to relatively
small gain. Finally, we analyze LBO in a noncritically phase-
matched configuration. Noncritical phase matching in LBO

Ifor the type I process 1054nm (o)+1074nm (o)
=532nm (e) can be achieved by heating the crystal 

150 °C. This configuration is characterized by large angu-

I
iar tolerance. The result of small signal gain calculations in
noncritically phase-matched LBO is shown in Fig. 5. We
note the same qualitative behavior for~both noncritically
phase-matched and critically phase-matched crystals. Non-

Icritically phase-matched LBO exhibits 1 order of magnitude
greater divergence tolerance than BBO and KDP.
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FIG. 4. Small signal gain in KDP for different divergence parameters for:
(a) Gaussian beams and (b) top-hat beams. Simulation parameters: FIG. 6. Large signal gain in BBO for different divergence parameters for:

I = 1054nm, kp=532 nm, and lp=500MW/cm2. (a) Gaussian beams and (b) top-hat beams. Simulation parameters: s,
= 1054nm, hp=532nm, lp=500Mw/cm2, 50 mJ pump, and 10 mJ seed.

TO evaluate maximum conversion efficiency in an OPA
Results for BBO, KDP, and LBO are shown in Figs. 6-8 forI we need to analyze large signal gain configurations. We cal-

culate gain when Powerpump= 5 Powerseed. This leads to
Gaussian and top-hat beam profiles. Note an important dif-

strong depletion of the pump wave and back conversion,
ference between our results and the results of simple calcu-

i
lations in which a single plane wave with a single averaged

~o,l (a)
4] (a)

II 1 /, ,--no...oo :.---.
I -.-~=~oox, o-’ /.j 3-1 4-°=,: ~ -’,,\

~, ,l -.-:2oox~oO/_/,, _I, . l-.-o=2x, o- #’~-~x.\
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I
I
I
I

(b)
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no dephasing /
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¯ -’0-- rL=IOOxlO"3 / J
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FIG. 5. Small signal gain in noncritically phase-matched LBO for different
divergence parameters for: (a) Gaussian beams and (b) top-hat beams. Simu-
lation parameters: ks= 1054 nm, kp = 532 nm, and lp = 500 MW/cm2. Note
that the divergence parameter scale is an order of magnitude greater than for
BBO and KDP.

no dephasing
3 --e’- ct=O’5xlO" s / ~

-,-:,: / ~ \
.~ "dk-’ct=2xlO "3 // _~.~.-.,,, "~ \

a=5xlO"~

0 1 2 3 4 5

Crystal length (cm)

FIG. 7. Large signal gain in KDP for different divergence parameters for:
(a) Gaussian beams and (b) top-hat beams. Simulation parameters: s
= 1054 nm, kp= 532 nm, lp= 500 MW/cm2, 50 mJ pump, and 10 mJ seed.
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FIG. 8. Large signal gain in noncritically phase-matched LBO for different
divergence parameters for: (a) Gaussian beams and (b) top-hat beams. Simu-
lation parameters: ks= 1054 nm, hp=532 nm, and It,= 500 MW/cm2.

value of phase mismatch is considered. A plane wave analy-
sis without angular distribution results in cycles of conver-
sion and back conversion that occur with specific frequency
an~l consistently attain the same maxima and minima. Our
results show conversion behavior similar to the behavior of a
damped oscillator, where successive oscillations become less
pronounced. This is the result of a large number of plane
waves interacting with different wave vector mismatch and
subsequent different conversion and back-conversion rates
for plane wave components across the spatial frequency
spectrum. The damped oscillatory conversion behavior is
consistent with the previous calculation~4 for second har-
monic generation.

Top-hat beams are preferred in optical parametric pro-
cesses due to uniform conversion. However, for the same
radial intensity variance, we find that Gaussian beams are
less sensitive to angular divergence than top-hat beams in
optical parametric amplification. When we compare the spa-
tial frequency spectrum of Gaussian and top-hat beams, we
find that the Gaussian’s spectrum has greater energy content
in its central lobe than the top-hat’s. This can be shown by
considering a spatial frequency window defined by the first
zero of the Bessel function for the spatial frequency spec-
trum of the top-hat beam. While the top-hat beam has only
84%, the Gaussian beam with the same radial intensity vari-
ance has 99.9% of its energy concentrated in the same en-
closed area. We argue that this difference is responsible for
the observed variation in the angular sensitivity. Common
nonlinear crystals in critically phase-matched configurations
typically exhibit narrow angular tolerances. Frequently, only

t
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the central lobe of the spatial frequency spectrum of a top-hat
beam is included in the angular bandwidth for optical para-
metric amplification. Since the rate of difference frequency
generation has a strong nonlinear dependence on beam inten-
sity, a significant drop in gain is expected with reduced ef-
fective beam intensity. In an alternative view, the high spatial
frequencies of the pump experience rapid cycles of conver-
sion and back conversion, not contributing significantly to
the overall conversion.

IV. HIGH CONVEI~SION CRITERIA

Eimer116 has previously studied second harmonic gen-
eration and concluded that the conversion efficiency in sec-
ond harmonic generation is determined exclusively by the
beam peak power and beam quality in critically phase-
matched crystals. While increasing the beam intensity by
telescoping the beam decreases the required crystal length,
there is no impact on the overall conversion efficiency. This
result can be extended to optical parametric amplification.
For this case, the simplified expression for small signal gain
is

1 2[AkL~
G= ~-exp(2g0L)sinc /---~-), (21)

where go=K.f~p is the gain coefficient, Ip is the intensity of
the pump, L is the crystal length, and K
=4"n’deee/~/2eonpnsniCkskp. In critical phase matching, the
wave vector mismatch Ak can be approximated by the linear
function of divergence angle for the small angle:

flO M21t
~L, (22)AkL=fl°AOL= 4 rrw

where flo=d(Ak)/dO is the angular sensitivity for a criti-
cally phase-matched nonlinear crystal. We can now rewrite
the expression for small signal gain for radially symmetric
beams as

G= ~- exp~ -~ sine 2 " (23)
8 "rr ’

where Pp is the peak power of the pump beam. We notice
that while telescoping the beam changes beam radius w, and
the ratio L/w remains invariant for the same gain. The prob-
lem of obtaining maximum gain reduces to selecting the
proper ratio of crystal length L to beam radius w for a par-
ticular pump peak power.

Dephasing can be reduced in uniaxial crystals by using
elliptical beams, elongated in the principal plane of the crys-
tal. Elliptical beams take advantage of the anisotropy in an-
gular sensitivity, reducing dephasing while enabling the same
pump intensity. Compared to a radially symmetric beam of
the same intensity, dephasing is reduced by a factor of -~,
where A is the beam aspect ratio. As a consequence, the
beam quality parameter Mz can be ~ times greater com-
pared to a radially symmetric beam. The limit of usability of
this scheme in uniaxial crystals is determined by dephasing
due to divergence in the insensitive direction. This dephasing
in the insensitive direction starts to compete with dephasing
due to divergence in the sensitive direction at large aspect

1
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I ratios. We calculate this aspect ratio in BBO to be -20.
Another advantage of using elliptical beams in uniaxial crys- 100-

tals is the reduction of the impact of walkoff. Walkoff occurs
~80-

i for the extraordinary polarized beam and is directed in the o=

crystal sensitive direction. Using elliptical beams increases
the overlap of the ordinary and extraordinary beams. This

!641!results in better conversion efficiency, particularly when in-

| 20,tersecting beams are small and interaction lengths are long. .E
In noncritical phase matching, phase mismatch can be

approximated by a quadratic dependence on the divergence

(a) ak =0

" ~m.1

~ cl-i,i-1

angle 0.0 012 014 016 018 110I Power(seed) / Power(pump)
"gO M4h2 L

AkL= ToA OZL= -~ ~ w’ (24)
1001 (b) ~k=O

where yo=dZ(Ak)ldO2 is the angular sensitivity for non-
critical phase matching. Increasing the beam size can in- .~ 80
crease the conversion efficiency in noncritically phase- 60 -1

I matched crystals. Contrary to intuition, weaker beam §
focusing enables higher conversion in noncritically phase- E 0]/4 ~.

matched crystals. The obvious limit of practicality of this == 20
.

I

result is the availability of large crystals of sufficient quality. "t~ ~~I Otherwise, the limit is set by the dephasing sources that are ~ 0
directly proportional to crystal length, such as spectral and 0.0 0.2 0.4 0.6 0.8 1.0

I
I
I

I

I
I
I
I
I
I
I

temperature bandwidths.
In a simplified analysis, we now derive the criterion ~for

beam quality that allows high conversion efficiency in OPAs.
By Eq. (21), if we neglect dephasing, the desired small signal
gain can be obtained for a given value of pump peak power
by selecting the appropriate ratio of crystal length and beam
radius

L/w = 2K@P ln(gG). (25)

The dephasing term for the selected ratio L/w is

¯ 2(AkLI

( flo M2kln(4G)l,
SlnC /--~--- )=sinc

2 16,f’~ K-~ ] (26)

2[ AkL I ( M4h 2ln(4G)/,sine / T) = sine2 To
Kw"-~ "/

(27)
\

for critically and noncritically phase-matched crystals, re-
spectively. If we define the requirement for high conversion
efficiency as sincZ(AkL/2)>0.5, or AkL/2< 1.39, we now
have a criterion for required beam quality for lasers pumping
OPAs:

MZ< 1.39>( 16x/~fl0 k ln(4G) ’ (28)

xw4P
M4< 1.39>( 32~3/z (29)y0k2 ln(4G) 

for critically and noncritically phase-matched crystals, re-
spectively. Note that for critical phase-matched operation the
required beam quality M2 does not depend on the beam ra-
dius. For noncritical phase matching, the required M; scales
as the square root of the beam radius.

An important consideration in OPA design, concerns a
simple difference between harmonic generation and seeded

Power(seed) I Power(pump)

FIG. 9. Maximum conversion in BBO as a function of the ratio of seed and
pump input for: (a) no walkoff included and (b) walkoff included. Simula-
tion parameters: ks= 1054 nm, hp = 532 nm, and It,= 1 GW/cm2.

OPAs. While second harmonic generators build up without
an incident harmonic beam, seeded OPAs have radically dif-
ferent boundary conditions, where seed beam intensity is
typically many orders of magnitude greater than the zero-
point field fluctuation. Seed power influences the overall
conversion efficiency in the OPA. We performed a simple
calculation to determine maximum conversion in an OPA as
a function of seed power. Our results are shown in Fig. 9(a),
without walkoff, and in Fig. 9(b), with walkoff. We plot the
maximum conversion of the pump beam to signal and idler
as a function of the ratio of seed and pump peak power, for
different values of wave vector mismatch Ak. A single plane
wave with wave vector mismatch Ak is assumed. The evalu-
ated mixing process is 1054 nm (o) + 1074 nm (o)
=532nm (e), with pump waist size 2 mm (top hat), and
pump intensity of 1 GW/cm2. Maximum conversion is found
by varying the crystal length with constant input intensity.
With Ak=0 and in the absence of walkoff, maximum con-
version is 100% and it is independent of the seed power. As
the wave vector mismatch increases, we note that higher con-
version efficiency is possible when the input seed intensity
increases. When we include walkoff, even zero wave vector
mismatch leads to a maximum conversion of ~85% when

Powerseed/Powerpump= 1. The efficiency can be improved by
increasing the ratio Powerseed/Powerpump, asymptotically ap-
proaching 100% when Powerseed/Powerpump-’-* oo.

V. CONCLUSION

We explored the angular effects in optical parametric
amplification using a n.umerical model of difference fie-

......... ,j .....



quency generation. Our model is based on plane wave de-
composition. The model can be used to isolate and evaluate
the influence of spatial frequency content of real laser beams
on the performance of devices based on optical parametric
amplification. We found that top-hat beams exhibit greater
sensitivity to angular dephasing than Gaussian beams with
the same radial intensity variance. This result is attributed to
the more broadly distributed angular spectrum of the top-hat
beam.

We derived the criteria for required beam quality in criti-
cally and noncritically phase-matched optical parametric am-
plification. It was shown that the required beam quality is
invariant with respect to the beam diameter in critical phase
matching. In noncritical phase matching, the beam quality
requirements are more relaxed as the beam radius increases.
We also determined practical tolerances on beam quality for
Gaussian and top-hat beams in several commonly used non-
linear crystals.

We also studied the conversion efficiency sensitivities
with respect to the beam ellipticity and seed power. Beam
quality requirements can be relaxed by using elliptical beams
in critically phase-matched crystals by taking advantage of
the large anisotropy in the angular sensitivity. The maximum
conversion in an OPA is increased for greater incident seed
power, for all values of wave vector mismatch.

At an arbitrary point, our angular decomposition model
for optical parametric amplification describes the input
beams more realistically than single plane wave models. A
complete description would include a variable intensity pro-
file in the spatial and temporal domains. Such an inclusion
would necessitate considerably more computational power
than our simple model. As a stand-alone calculation, the an-
gular decomposition model nevertheless provides insight
into angular effects in OPAs and in estimating their relative
magnitude.
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APPENDIX: DETERMINATION OF WAVE VECTOR
MISMATCH IN UNIAXIAL AND BIAXIAL CRYSTALS

We wish to determine the wave vector mismatch that is a
result of the angular deviation from the ideal phase matching
in difference frequency generation. We first consider only the
angular deviation in the principal plane of the crystal for a
uniaxial critically phase-matcbed crystal. This deviation is
commonly referred to as a deviation in the sensitive direc-
tion. The angular deviation is radially symmetric in both the
sensitive and ’the insensitive direction for radially symmetric
beams. Since the dependence of the wave vector mismatch
on the deviation in the insensitive direction is weak (second
order), the wave vector mismatch in the sensitive direction is
the dominant factor affecting the phase matching in our
study.
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vacuum nonlinear medium

FIG. 10. Signal, idler, and pump wave vector interaction on a boundary
between vacuum and a nonlinear medium. The wave vector mismatch arises
from the difference between the transmitted idler k~ and the driven idler k~s.

In Fig. 10 we present the interacting waves on the
boundary between the vacuum and a nonlinear medium. A
pump wave with wave vector k30 and a signal wave with
wave vector kl0 are incident on the boundary. We choose k30

perpendicular to the boundary, and the signal with an exter-
nal noncollinear angle fL A perfect phase matching is
achieved in the crystal for the combination of transmitted
signal kio and transmitted pump k~o, with the internal non-
collinear angle fl’. An incident idler with wave vector k20
conserves the nonlinear Snell’s law~7 on the boundary and is
transmitted as k~o. The amplitude of the incident idler is
zero, which is consistent with the continuity of the idler
wave on the boundary. We do not include the waves reflected
on the boundary, as they do not have relevance to our dis-
cussion of optical parametric amplification in a nonlinear
medium.

We now consider the wave vectors of the incident signal
kI and pump k3, with the associated transmitted signal wave
vector k~ and transmitted pump wave vector k~. The wave
vectors k1 and k3 exhibit a small angular deviation from the
ideally phase-matched waves by the external angles q~l and

q~3, respectively. The refracted field angles and wave vectors
t(~oI , ~o~, kl, and k~) are calculated from the incident angles

and wave vectors:

1
sin(O’ + q~i) = ~-~-l sin(l)+ ~PI), (A1)

1
sin q~ = ~33 sin q~3, (A2)

k~ =klnl, ’kz=k2n2, k3 =k3n3, (A3)

where nl, n2, and n3 are the refractive indices of the trans-
mitted signal, idler, and pump. The solution for the idler
wave in a nonlinear medium consists of a homogeneous and
a particular solution.17 The driven idler wave k~ corresponds
to the homogeneous solution, while the transmitted idler k~
corresponds to the particular solution. The transmitted idler
k~ is generated in the interaction. The incident idler angle

f
q~2, the driven idler angle ~O2s, and the transmitted idler
angle ~ can be extracted from the boundary conditions:

k2 sin q~2=kl sin(O+ ~ol)-k3 sin q~3, (A4)

k;, cos ,p~, = k; cos ,p;-k~ cos(sa’ + q~’,), (AS)
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FIG. 11. Relative gain in 1 cm of BBO as a function of angular detuning in
two angular directions.
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FIG. 13. Relative gain in 1 cm of noncritically phase-matched LBO as a
function of angular detuning. A broad angular tolerance is the result of
noncritical phase matching.
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1
sin q~ =~-2 sin ~2- (A6)

Finally, the phase mismatch is given by the difference be-
tween the transmitted idler wave and the driven idler wave

,ak=k ’ ’ ’cos ~P2- k2s cos q~zs. (A7)

In the paraxial limit, the exact expressions Eqs. (A1)-(A7)
give a simple equation for wave vector mismatch:

Ak=nzk2(1-~
k2n2 ] ]-k3n3

I

1 (kl(~~+q~t)-k3~P3/2/

X(1--2\n3/ "2\"’~-1 

The expression Eq. (A8) for the wave vector mismatch 

more convenient for numerical evaluation. We find it suffi-
ciently accurate for numerical modeling of wave vector mis-
match between laser beams, where angular deviations are
relatively small.

We now evaluate the wave vector mismatch in biaxial
crystals. Three distinct crystallographic axes (X, Y, Z) can
be defined for biaxial crystals, The refractive indices for fast
and slow waves are the solutions of the general Fresnel equa-
tion:

sin2 0 cos2 (;b sin2 O sin2 ~b cos2 O1/n2 - 1/n2x F 1/n2_ l/n 2 -t 1/n2- 1/n2 =0, (A9)

where 0 and ~b are the usual polar angles, and nx, nr, and

nz are the refractive indices of the waves propagating along
the respective crystallographic axes. The index of refraction
in the direction defined by the angles (0, q~) is n. We con-
sider the departures from ideal phase matching by tilting the

’ Intensity

o.A\
20~ ~0p (mrad)

FIG. 12. Relative gain in 1 cm of KDP as a function of angular detuning in
two angular directions.

beams in both angular directions. In the paraxial limit, the
transmitted signal and pump wave angles are

r_ ¢Pl , t Ol~o1 - -- 01 = --, (AIO)
nl nl

, q~3 , 03
q~3=-, 03=--. (All)

n3 n3

The incident and the transmitted idler wave angles are

k3qo3-klqO1 k303-k10]
q°2= k2 ’ 02= k2 ’ (A12)

I ~°2
~2 : ~22’ 02 : 02n2 (A13)

We perform a self-consistent calculation to obtain the trans-
mitted angles from the incident angles. This is important
because the refractive indices are the functions of transmitted
angles. The driven idler wave is

r L r t t t t t ! l
k2s cos ~P2s cos O2s = k3 cosqo3 cos 03 -- k ] cos @l COS 01 .

(AI4)

The wave vector mismatch is
t t t t tAk = k; cos q92 COS 02 -- k2, cos q~2s cos 02s. (A!5)

In Figs. 11-13 we show the result of our calculation for
critically phase-matched BBO and KDP, and for noncriti-
cally phase-matched LBO. The mixing process is
1054 nm (o) + 1074 nm (o) = 532 nm (e). The curves 
sent relative small signal gain as a function of the departure
from the ideal phase matching angle in two orthogonal an-
gular directions. Note the existence of the curves of perfectly
phase-matched points in critically phase-matched crystals.
This enables angular multiplexing of the laser beams in op-
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Manufacture of large-aperture diffractive optics and ultrathin
refractive optics for high-power laser and space applications

J. A. Britten

ABSTRACT

We have developed equipment and technology for fabricating submicron pitch, high-efficiency diffraction gratings
over meter-scale apertures that are used for pulse compression in ultrafast systems around the world. We have also
developed wet-etch figuring (WEF) to generate arbitrary continuous contours on ultrathin glass substrates in 
closed loop process. The current and future states of these technologies will be discussed.

LARGE-APERTURE DIFFRACTION GRATINGS

LLNL has been fabricating large-aperture submicron pitch diffraction gratings for pulse compression since the mid
1990’s, when much of the facilitization and process development was done in support of LLNL’s original Petawatt
laser [ 1 ]. Presently, we are fabricating wet-etched low efficiency sampling gratings at 40 cm square aperture for
LLNL’s NIF laser [2], as well as supplying large-apeaure, gold-overcoated high-efficiency gratings for a variety of
internal and external users. Some of the unique capabilities existing at LLNL to do this work include rigorous codes
for grating design, meniscus coating systems for precision photoresist application on fiat substrates up to 1 x2 m
wide, three laser interference lithography systems including one with collimating optics 1.1 m in diameter capable of
printing 1-m diameter submicron-pitch gratings with -10th wave flatness in diffracted wavefront, vacuum coating
systems for application of metal and dielectric layers at 1 m aperture, a reactive ion beam etcher capable of
uniformly patterning optics at --60 cm aperture, and a repertoire of processing techniques for control and tailoring of
grating profiles. A detailed description of capabilities can be found on our website [3].

There has been considerable activity recently in the construction of Petawatt-class lasers worldwide. We have
provided compressor gratings in the last year to the Institute for Laser Engineering, University of Osaka, Japan, and
to Rutherford Appleton Laboratory in the U.K. These optics, based on LLNL’s original Petawatt technology, were
94 cm diameter gold-overcoated master gratings, 14801/mm and optimized for high efficiency at 1.053 ~tm at near-
Littrow mount. Figure 1 shows a full-aperture diffraction efficiency scan of one of the gratings produced.

0 20 40 60 80 100

Fig. 1. -1 order % diffraction efficiency (in reflection) of 94 cm diameter, 1480 l/mm grating measured at 1.064 pro,.
54° incidence angle. Efficiency 93.8% within beam footprint shown. 80 and 90% efficiency contours also shown.

We are also continuing the development of multilayer dielectric diffraction gratings [4,5]. We have recently
fabricated a 355 x 150 mm grating consisting of a 18-layer Ta2Os/SiO2 multilayer stack with an 1800 1/mm grating
ion-beam etched into the top SiO2 layer, that exhibits >99% diffraction efficiency at the use conditions of 1.030 ~tm,
64° incidence angle (see Figure 2). This grating is being used in a very high average-power, 4 kHz rep-rate short-
pulse machining laser at LLNL. Use of this grating has increased energy throughput at the compressor by 50%
compared with the best available gold-overcoated gratings.
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Fig. 2. Left: Photograph of 355xlSO mm multilayer dielectric diffraction grating also shown with 150 mm round
grating of same design. Right." -1 order diffraction efficiency (in reflection) as function of angle at 1.03 #m for this
optic.

Multi-Petawatt laser systems are now on the horizon. Laser damage threshold of the optics will always limit fluence
on the optics. The next generation of gratings will be transmission gratings etched into very thin fused silica or
high-damage multilayer dielectric gratings, at apertures greater than our current capability. We are in the process of
upgrading our ion-beam etching capability to process 2-meter class optics, and also beginning efforts to pattern
phased gratings on monolithic substrates in a multi-exposure process.

WET-ETCH FIGURING (WEF)

Minimization of nonlinear self-focusing effects in high-intensity laser systems, and weight constraints of space-
deployed optical systems, represent compelling reasons to use ultrathin optics whenever feasible. Finishing or
figuring of submillimeter thickness optics by conventional means is problematic and very expensive. Inexpensive,
thin float or extruded sheet glasses possess excellent specular and microroughness properties as manufactured, but
suffer from larger-scale thickness nonuniformities that make this commodity unsuitable for most applications where
a precise optical thickness control is required.

We have developed a method, known as wet-etch figuring (WEF) for precision optical figuring of ultrathin glass
based on confinement of an etchant solution attached to the underside of an optic [6]. A schematic of this geometry
is shown Figure 3. Consider a situation wherein aqueous etchant solution issues at a slow rate from the end of a
tube facing up, and flows down the outside of the tube. When a glass sheet or other hydrophilic surface is placed
near the tube end, capillary forces will attach a liquid droplet to the underside of the glass. If the glass is moved
laterally, a thin film of water is left behind the trailing edge of the drop. Introduction of a very small amount of
volatile organic carbon (VOC) such as isopropanol vapors in the atmosphere surrounding the drop will result 
absorption of this VOC into the liquid film. The concentration of absorbed VOC will be higher in the relatively
static zone of the liquid meniscus (labeled A in Fig. 3), than in the region B which is continuously renewed by the
falling film flow. This results in a surface tension gradient between A and B sufficiently strong to pull the liquid
film off of the surface and confine it to a constant, stable size as the surface is moved laterally with respect to the
attached drop. This confinement enables a ’small-tool’ figuring process. Simultaneously, the local optic thickness
can be measured interferometrically by a laser looking down from above. The local thickness measurements can be
used to control the local dwell time of the droplet in a closed loop process using computer-controlled x-y stage
motion to converge on the desired figure with no iteration. This process imparts no mechanical or thermal stresses
to the workpiece. It requires only a specular surface to begin with since etching alone cannot reduce
microroughness. Figure 4 shows the transmitted wavefront of an optic made using WEF to pre-correct for static
aberrations in a large laser system. This optic was figured over a 90 mm aperture on 700 micron-thick extruded
sheet glass.
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Fig. 3. Schematic of the wet etch figuring (WEF) process
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Fig. 4. Transmission interferogram of wavefront correction optic fabricated out of 700 micron-thick sheet glass
using WEF.

Commercial extruded thin sheet glass typically exhibits largely one-dimensional thickness Variations orthogonal to
the draw direction. We have applied the WEF process as a one-dimensional line source to remove the bulk of the
thickness variation, leaving a smaller amplitude, larger spatial-scale 2-D residual behind. Figure 5 shows a 150 x
250 mm section of a glass plate flattened by this method. Sheets flattened in this manner have applications as low-
cost disposable debris shields for LLNL’s NIF laser. Applications requiring flatter glass need to be further figured
using a 2-D tool as described above. We have built and currently are using a 1-D WEF tool to flatten 1150 x 850 x
0.7 mm glass sheets for a project whose goal is to deploy a thin segmented Fresnel lens in space [7].
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Fig. 5. Transmitted wavefront of a 150x200 mm section of 340 micron-thick borosilicate glass sheet flattened using
a 150 mm wide one-dimensional WEF tool. Approximately 9 waves of distortion was removed, leaving about 0.5
waves residual error.
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Wet-Etch Figuring: Optical Surfacing by Controlled Application of
Etchant Solution Using the Marangoni Effect

M. C. Rushford, J. A. Britten, C.R. Hoaglan, I.M. Thomas, L. J. Summers, S.N. Dixit
Lawrence Livermore National Laboratory

Livermore, CA 94550

ABSTRACT

Wet-etch figuring (WEF), a computer-controlled method for generating arbitrarily shaped optical surfaces using wet
chemical etching, has been developed. This method uses applicator geometry and surface tension gradients (the Marangoni
Effect) to define and confine the footprint of a wetted etchant zone on the surface. Capillary forces attach the flowing
etchant solution to the underside of the optic being figured. No mechanical or thermal stresses or residues are applied to the
optic by this process. This enables interferometric measurement of the glass thickness while surfacing, which then controls
the placement and dwell time of the wetted zone. The result is a truly deterministic, closed-loop figuring process with a
h̄igh degree of optical precision. Tl~s process can figure sub-millimeter thickness, large-aperture plates or sheets that are
very difficult to finish by conventional methods. Automated linear and circular spot etching tools were used to demonstrate
surfacing on 380 micron-thick glass sheets, to Strehl better than 0.8, as specified by data array or Zemike polynomials.

KEYWORDS

Small tool figuring, surfacing, polishing, Marangoni, wet etching, aspheric, phase correction, phase mask, interferometry,
surface tension

INTRODUCTION

Small-tool finishing or figuring of optical surfaces basically involves moving a small polishing tool in a controlled manner
to shape the surface of an optic. It is a critical technology for producing optics for applications ranging from camera lenses
for the consumer market, to large-aperture optics for inertial confinement fusion and space telescope systems. Examples of
optics figured by these techniques include aspheric lenses, continuous-contour phase plates, wavefront correction optics,
Alvarez lenses, Schmidt corrector plates and optics requiring local figure correction after processing via traditional lap
polishing. Small-tool finishing is simultaneously a mature technology and one undergoing continuous development driven
by the high cost and reproducibility problems of processes when applied to ever-tightening figure tolerances.

Traditional small-tool optical figuring techniques employ rotary polishing pads. Recent developments (1-4) utilize directed
flow fields to impinge fine abrasive slurries to the optical surface. Magneto-rheological finishing (5-7), recently
implemented on a commercial scale, extends this concept by controlling the viscosity of a specially formulated abrasive
slurry by application of magnetic fields. Ion-beam milling techniques (8,9) have been commercialized as well. These are
alternative, fundamentally different methods for high-accuracy optical figuring.

All of the above-mentioned techniques suffer from fundamental limitations. They rely on calibrated removal rates, and are
therefore iterative processes: the workpiece must be dismounted from the machine and measured, reworked and re-
measured, until specifications are met. Ion beam milling techniques require large, expensive vacuum processing chambers
and are not applicable to all materials. Abrasive small-tool polishing techniques cannot be used to figure very thin optics
since the local mechanical stresses involved cause workpiece deformations that impact removal control and can even cause
breakage.

Material removal on optical surfaces can be accomplished by etching or dissolution methods (e.g. silicate glasses are soluble
in hydrofluoric acid solutions), but until now, wet etching has not been employed to figure optics. The problem has been
largely how to confine the wetted zone of etchant solution to a specific stable geometry. A surface being etched is
hydrophilic to the etching solution. H a bolus of etchant solution is moved along the surface of a workpiece, a thin liquid
film will be left behind that will continue to etch the. ~rf~e. T ...... ~ .......... ~ .... ~nsion gradient driven flow (the
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Marangoni effect) has been shown to be effective in causing this thin entrained film to flow off the surface of a workpiece
back into the bulk liquid if said liquid is applied in the appropriate-manner (10-14). This phenomenon has been
commercialized in the semiconductor processing industry for critical wafer drying applications.

We have employed the Marangoui effect to confine the wetted zone of an etchant solution on the surface of an optic. The
wetted zone size and shape remains fixed as it is moved around on the workpiece surface. This allows the fluid to act on the
surface of the workpiece only in this wetted zone with no mechanical contact or induced mechanical stresses applied to the
workpiece. This in turn allows for real-time local metrology of the processing, and enables the processing of very thin (<<
1 mm thickness) large-aperture plates that cannot be surfaced by other means. This is an enabling technology for the
precision figuring of very thin optics that can be used in lightweight, space and astronomy applications, high-power laser
systems in which nonlinear effects due to bulk transmissive optics need to be minimized, display applications, peUicles, etc.

PROCESS DESCRIFFION

Liquid flows induced by surface tension gradients are generally known as Marangoni flows in honor of a 19th century
Italian physicist who is credited with their elucidation (cf. 15). Thermal or concentration gradients can establish surface
tension gradients. We have employed concentration gradients of absorbed low-molecular weight volatile organic
compounds (VOC’s, e.g. isopropanol) in a geomelry in which the optic surface is etched from below (see Figure 1). 
aqueous etchant flows slowly up through a small tube (or slot, in a one-dimensional tool) and flows out and down the
outside of the tube or slot. Capillary forces cause the liquid to attach to the underside of an optic when it is placed in close
proximity to the exit orifice. In the absence of surface tension gradients, a liquid film remains behind on the surface when it
is translated with respect to the liquid applicator. VOC’s introduced in the volume surrounding the fountain, either by
natural evaporation from a pool, or convection in a carrier gas, absorb into the liquid. Greater concentrations of absorbed
VOC build up near where the liquid meniscus attaches to the glass than lower down the meniscus where the falling film
flow on the outside of the applicator refreshes the surface. This concentration gradient results in a surface tension gradient
strong enough to pull the liquid film off of the surface as is moves laterally, resulting in a wetted zone of constant, stable
size. The shape of this zone is fixed by the applicator geometry and to a lesser extent by the flow rate and the spacing
between the orifice and the workpiece. Figure 2 shows a circular wetted zone for a two-dimensional figuring tool, and a
linear wetted zone in a line-source geometry used to take the one-dimensional phase ripple out of commercially extruded
thin sheet glass.

,olv.

solvent/~nn~luld ~nm~~

--’, n film

collecting ¯ )~m~~

Figure 1. Schematic of Marangoni effect applied to aqueous etchant confinement. Left: water flowing over a dam with a glass
sheet just over the dam being wetted as the glass is translated from right to left. Water in this case will adhere to the
hydrophilic glass surface and remain behind as a film. Right: In the presence of VOC vapors (e.g. isopropanol) that absorb into
the water film and reduce its surface tension, a surface tension gradient is established, lowest in the relatively quiescent thin
film flow on the glass and highest in the continuously refreshed falling film zone. This gradient is strong enough to pull the
liquid film off of the surface and maintain a wetted zone of constant size as the substrate is translated.
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Figure 2. (A) Looking downwards through the thin glass being processed, left is a drop of etchant solution -10 mm in diameter
adhering to the underside of a glass sheet. The solution is flowing up through and then down the outside of the tube. (B) 
150xl0-mm rectangular wetted zone in which liquid flows up out of a slit and down the inclined plane on either side. In both
cases, a blue line has been drawn on the three-phase contact line as a visual aid.

A key element to the technology is the ability to measure while figuring in a feedback control loop that makes the process
truly closed-loop controllable. In situ real-time interferometry is used to measure the surface shape as shown in Figure 3.

d 1 camera
HeNe I=~ ,~._.._.

/

glass plate

B
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Figure 3. (A) Is a schematic layout showing the creation and relative displacement between two divergent light source 
and S" which give rise to uniformly spaced fringes. (B) Shows how the source S can be created while also projecting the
fringes to a camera.
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A point source (S) of coherent light illuminates the glass sheet from above directly over the etching head and at a slight
angle. Two virtual point sources (S’) and (S") appear in reflection from this glass plate and produce Interference fringes. 
a given glass thickness (t) and angle of incidence (00 the apparent source shear separation (X) is given 

X = 2 t sin (o~) (1)

The two sources are further separated in Optical Path Difference (OPD):

OPD = 2 n t cos~z (2)

where (n) is the glass index of refraction. These two-beam interference fringes translate in phase as the glass thickness (t)
changes. The fringe phase and thus the relative change of the OPD is measured and scaled to control the tool dwell time.
The fringe period d is given by:

d = L)~/X (3)

where (L) is the distance from the source to the fringe projection plane and (2~) is the laser wavelength. In practice, a 633-nm
HeNe laser source (S) is focused within a few mm of the glass surface using the geometry shown in Figure 3B. The
interferometer fringe stability is very robust to machine vibrations due to its common-path design.

The glass relative thickness is measured from relative phase of the fringes on the camera. While in closed loop control the
glass bottom side reflectivity is reduced because this interface being contacted with etchant, reducing fringe visibility to 0.1.
The two dimensional digitized raw fringe intensities are seen in Figure 4 (A). A single one-dimensional array is made 
summing column pixels along the fringe length to increase the fringe signal-to-noise. This one-dimensional sinusoidal array
is FFT band-pass filtered to further improve the signal-to-noise ratio and generate the sinusoidal intensity pattern. This data
is binned into 4 data zones Ro - R3 spanning a fringe period from PK1 to PK2, as shown in Figure 4B. The scalar values Io-
13 are sums of these data regions. These values are used to calculate the fringe phase ~ according to the algorithm developed
by Schwider et al. (16), relative to these fixed regions:

tan(qb + ~/4) 2(1° - 12)
- (4)

lo-(1l+1z)+13

Figure 4 (A) Raw interference-fringes seen in reflection off a 380-micron thickness glass plate when wet by water on its
bottom side. The fringes are exhibit speckle from the coherent source at 633 nm and imperfections in the optics. (B)
Summed and filtered intensity profile binned into 4-zones for phase-stepping algorithm.

The area to be figured is divided into m by n pixels. The dwell time per pixel is scaled from real time relative thickness
measurements as described above. The pixel size is chosen to be smaller than the tool size to ensure smooth figuring. The
dwell time is a velocity of passage over a pixel. The dwell algorithm is to move the tool as rapidly as possible over areas
that do not require surface removal. This top speed limit is set by the surface tension confinement strength of the wetted
zone, and has comfortably demonstrated 1000 rnm/min, The slowest speed, used where material removal rates are to be
maximized, is typically 10-20 times less than the top speed. If the rate becomes too slow, etching of patterns on the scale of
the tool size begins to become a problem.
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DEMONSTATIONS OF THE PROCESS
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One Dimensional Smoothing of Sheet Glass

Many types of commercial extruded thin glass sheet products exhibit a reasonable transmitted wavefront in the draw
direction, but suffer from several waves of optical distortion perpendicular to the draw direction. These multi-component
glass sheets are available in dimensions greater than one meter and thickness ranging from 100 microns to a few
millimeters. Until this time, there has been no method to flatten such large thin sheets to optical tolerances at a reasonable
cost.

As a proof-of-principle experiment, we constructed a 1-D etcher wherein a stepper-motor stage moved a glass sheet over a
slotted orifice 150 mm long, creating a wetted zone of this length and about 2-10 mm wide. Interferometric measurements
were taken along one line, and used to control the wetted zone dwell time. A 150-mm wide by 200-ram long section of
Coming 0211 glass, 380 microns thick, was processed using a buffered HF solution over a continuous 96-hour period. The
transmitted wavefront of the result is shown in Figure 5. Over 12 microns PV were removed. There is about 1 wave residual
2-dimensional error remaining on the flattened section. A second demonstration using a higher etchant concentration and
10-30-ram wide by 400-mm long wetness footprint was used to flattened 6.5 microns of excursion on a 400x400-mm-square
section of 0.75-mm thick Coming 1737 glass in 24 hours. Profiles of the plate thickness measured at the control line at the
start and end of the process are shown in Figure 6.

Figure 5. Transmitted wavefront of 150 x 200-ram section of 380 micron-thick glass plate flattened using linear etching tool.
Apparent discontinuities in profiles along edges caused by fringe dropouts at high-gradient zone along edges. Approximately 9
waves of distortion in transmitted wavefront taken out, leaving - 1/2 wave of residual 2-dimensional error across the part.

i 18J°
’ I!
i 0 10 20 30 40

Position on the glass sheet [eml
a

j
8

6

2

8
0 10 20 30 40
Position on the glass sheet (cm}

B

Figure 6. Sheet thickness lineout used for process control for figuring Corning 1737 400x400x0.7 mm thick sheet. (A) At start
and (B) and after 24 hrs figuring with one-dimensional WEF tool.
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Fabrication of a Beam-Shaping Phase plate

An ultra-short pulse laser-cutting application at LLNL (17) can improve upon hole-drilling performance by use of a top-hat
beam as opposed to a gaussian beam at focus. We designed a phase plate to transform a far field gaussian beam at 1030 nm
into a flatter intensity profile before and after focus. It is essentially a lens of weak power but has spherical aberration. We
fabricated this design using a circular 2-D WEF tool to figure this design out of 380 micron-thick, Corning 0211 glass, at
2.3-cm aperture. The substrate was mounted on a x-y stepper motor stage and glass thickness was mapped in-place
interferometrically. This map and subsequent updates were used to control the dwell time of a circular WEF spot that
varied from -5-mm diameter at the start and shrinking to -1 mm in diameter near the end of the working time. The final
residual surfacing error was used to calculate the Strehl ratio. This criterion was used to determine when the part was
finished. Several phase-plates of this design have been manufactured. Figure 7 shows the transmitted wavefront of one
fabricated phaseplate that exhibited a residual surface error Strehl ratio of better than 0.85. The optic was finished in about
18 hours of continuous, automatic operation. This optic is now being used in routine laser-cutting operations.

Figure 7: Transmitted wavefront of phase-plate figured with automated 2-dimensional WEF tool - to convert 1030 mm
gaussian profile at focus to top-hat profile. Surface was contoured in 380-micron thick Corning 0211 glass with 23-mm
aperture. Its residual error Strehl was 0.85.

Static Wave front Corrector for a High-Power Laser System.

Most high power laser systems suffer from wavefront aberrations that are both static and dynamic. Adaptive optical
elements such as deformable mirrors are typically employed to compensate for most aberrations. However, it is highly
desirable to use a static wavefront ’pre-corrector’ in the optical chain to correct for static aberrations and reduce the dynamic
range required for the active wavefront control device. Researchers at the AWE facility in the United Kingdom have
designed a static wavefront corrector for their purposes that calls for a complex surface with 12 microns PV departure over a
80 mm circular aperture (18). Attempts at fabricating this corrector by a gray-scale photo-resist profile exposure followed
by reactive ion etching to transfer the continuous profile into fused silica were of limited success, due to the lack of active
process control to converge on the desired profile. Multilevel binary approximations to the continuous profile are less
desirable due to intensity modulations that are known to occur at sharp edges that are capable of damaging downstream
optics.

We have fabricated a corrective optic to specifications given by Zernike polynomials by the WEF technique, using the
circular 2-D tool described above. This optic profile was a considerable challenge to fabricate and led to many process and
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control improvements. Processing of data at the edges of the part where steep gradients are etched over time was a
significant problem. We employed a "corona guard band" strategy to overcome this. This zone spanned the distance from
the circularly defined optic to a rectangular region I cm away from the optic. Whatever the dweU time was supposed to be at
the edge of the optic was radially carried outward to the outer guard band frame edge. The final transmitted wavefront
profile at 80-ram aperture shown in Figure 8. The part was completed when the surfacing was within 100 nm of target. The
residual error of the part is equivalent to a Strehl of 0.26. Since the process is controlled to the final figure, this optic was
made in one step.

Figure & Interferogram of static wavefront corrector for AWE’s Helen laser, fabricated with automated 2-dimensional WEF
tool. 80 mm aperture. PV of this figure is 12 microns. It achieved a residual Strehl of 0.26.

DISCUSSION

Conventional polishing processes require more mechanical force as the tool size increases. The complexity and power
requirements in ion-beam figuring increase substantially as the ion source size is increased. In contrast, it is quite easy to
tailor the tool size in wet-etch figuring. The wetted zone can be made arbitrarily large and arbitrarily shaped without
distorting the optical surface being figured. Furthermore, under conditions in which the surface removal rate is kinetically
controlled, the etch rate is independent of local flow conditions and is constant everywhere in the wetted zone. Since the
tool area is flexible, it is possible to rapidly work large area of low spatial frequency and later shrink the wetted zone size to
finish off the higher frequency components of a surface shape. We have made applicators varying in wetted-zone size from
1 mm to 15 mm in diameter with a circular shape and 400 mm long fixed by 1-30 mm variable width for doing 1D profiles.
The size of the wetted zone is easily customized to the particulars of a surface contour.

To date we have done the majority of our work on Coming 0211 (zinc borosilicate) sheets. We have used HF concentration
of 0.5%-10% buffered with NH4F, or in combination with a mineral acid (nitric or hydrochloric) added to solubilize the
non-silicate components of this glass. We have also etched pure fused silica and Coming 1737 (an alkalLue-earth
aluminosilicate). The etching rate is dependent on the glass solubility, etchant composition, temperature and concentration.
This process is operated under ambient temperature and for concentration conditions that ensure that the etching rate is
controlled by chemical kinetics and not influenced by mass transport phenomena. Of course, the exact etch rate need not be
known, since the removal rates are measured in real time. On 0211 glass we have worked etching rates from 10 to 900
nm/minute. The time to finish a profile is the ratio of the volume of material to remove divided by the volume removed per
unit of time by the tool. We never have to stop production to inspect progress, as it is measured in real-time. Since the tool
area can be increased to arbitrary size and shape it becomes possible to decrease the working time by customizing the wet
foot print tool area for some routinely similar work.

If the wetted zone size is constant over the course of the etching, the surface profile gradually develops discontinuities.
Pulsating the etchant flow to cycle the size of the wetted zone alleviates this effect. This imparts a more Ganssian etch rate
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profile on average and minimizes sharp gradients at the tool edges. High-frequency tool-generated surface ripples were also
minimized by reducing the tool size at later times in the figuring process and by keeping the ratio of high-to-low dwell times
no greater than 5:1. We have also found it advantageous to provide a wicking effect on the outside of the applicator, to
reduce the effective tool size to on the order of the orifice dimension, for final high-frequency figuring work. Glass fogging
was observed if we were not careful to completely flush acid vapors from the vicinity of the etch bead, by supplying an
adequate flow of carder gas to serve a dual purpose as a flushing gas as well as to supply isopropanol vapors.

Since WEF is a figuring process and not a polishing process, the micro-roughness of the surface is not improved upon
figuring, and in fact could be worsened, depending on the degree of subsurface damage left by prior polishing processes,
and by the degree of bulk inhomogeniety of the glass. This may limit its application in some critical applications where
scatter loss is of primary concern. However, this figuring method may alleviate some other problems often associated with
conventional polishing. Abrasive compounds at the sub-micron scale left behind in the gel layer upon final polish have
been shown to significantly degrade the laser damage threshold of optics used for high-intensity UV laser applications (19).
The WEF process leaves no residues behind, and in fact can remove residues, so in principle it can improve the laser
damage characteristics of optical surfaces. Since WEF imparts no subsurface damage, the glass remains mechanically
strong.

FUTURE APLICATIONS

We are presently building an apparatus to remove the primary one-dimensional tipple from drawn glass sheets 1160x850-
mm by 0.7 mm thick. This same tool will be outfitted with an adjustable wetted-zone width capability along its length, to
remove the residual two-dimensional random errors left in these sheets. A 2D image-wise interferometer has been
developed and its data output will be used to control the WEF width variations. The goal is to produce 800x800x0.7 mm
sheets that are optically fiat to less than 1/8 wave in transmission. These will be used as segments in a 5-meter diameter
foldable Fresnel lens for space applications (20,21). We are also investigating the manufacture of 400ram square, 10 
thick random continuous contour phase plates for beam homogenizing on LLNL’s NIF laser system (22) as well 
wavefront corrective optics. We will look into making continuously varying gray scale apodizers having embedded phase
correction, in which an initially uniform gray scale is selectively tailored by etching. We are exploring the utility of this
process for figuring of fused silica pellicles for deep UV lithographic imaging systems (23). It is also possible to use 
shearing interferometer (24) to measure the front surface contour of opaque substrates to control WEF processing of these
surfaces.

CONCLUSIONS

A process for closed-loop computer-controlled figuring of optical surfaces by Marangoni-confined wet-etch figuring has
been demonstrated. Unlike other figuring techniques, no mechanical or thermal stresses are applied to the workpiece in this
method. No residue is left on the optic. This allows for in-situ interferometric metrology of the workpiece during figuring,
to conlrol the placement and dwell time of the wetted zone locally on the workpiece. Thus, figuring is truly deterministic,
eliminating the figure/measure iterative cycle. The lack of stress experienced by the subslrate also allows for the figuring of
very thin, sub-millimeter thickness optical glasses to precise optical tolerances, something that is achievable only at great
expense using existing techniques. The process is simple to implement, automated, operates at ambient conditions, and
requires no elaborate or expensive calibration or tooling.

Acknowledgements: The authors thank J.Toeppen and R. Shutflesworth for helpful assistance during this project. This
work was performed under the auspices of the U.S. Department of Energy under conlract no. W-7405-Eng-48.
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ABSTRACT

We describe development of passive phase correction elements to compensate for static phase errors and prompt
thermally induced aberrations in the HELEN laser at AWE. Partial compensation of cooling effects is also included in
the design. Phase elements have been fabricated through two processes, an indirect write lithographic process using
amplitude masks generated from measured laser wavefronts and a direct write method using a novel wet etch figuring
tool.

Keywords: Phase correction, phase plates, high power solid state lasers

INTRODUCTION

Multi-stage glass laser systems used in high temperature plasma generation, for applications such as inertial confinement
fusion, ICF, require very well defined laser pulses to be propagated and focused on target. These optical systems can
comprise over one hundred components through which the beam propagates, resulting in significant passive aberration
on the beam. Flashlamp pumping of the laser amplifier discs produces thermal energy deposition in the laser glass gain
medium further degrading the wavefront. Furthermore, there are dynamic effects resulting from firing subsequent shots
before the laser glass has cooled to the cold thermal equilibrium state. Gas turbulence in the beam tubes is another
dynamic source of phase errors. Multi-passing the beam through the laser system exacerbates the effects.

We are developing surface relief phase elements as static phase correction components to compensate for phase errors..
The objective of the work is to obtain an improvement in the focal spot of the laser but diffraction limited performance is
not essential.1 Phase elements have been fabricated through two processes, an indirect write lithographic process using
amplitude masks generated from measured laser wavefronts and a direct write method using a novel wet etch figuring
tool. 2 A Zernike circle polynomial fit to wavefront data, averaged over a number of laser shots, is used as the basis for
the design of the correcting elements. Some compensation for shot to shot variations is therefore included.

Grey scale and 64 level elements have been fabricated using lithographic techniques and a grey scale element has been
made using the wet etch figuring tool.

HELEN LASER

l

1

I

A schematic of the HELEN laser3 is shown in Figure 1. Four potential locations of a static phase corrector are shown.

The HELEN laser is a flashlamp pumped Nd doped glass laser comprising three beams with a common oscillator pulse
generator. The output from the ring oscillator is split into two amplitude modulators, one modulator generating a shaped
temporal pulse in the ns regime to be delivered by fibre to the two main beams, the other generating a lOOps FWHM
pulse delivered to the third beam. The two main beams are used to generate a hot dense plasma at focus and the third
beam is used to generate an x ray source for flash radiography diagnostics of the target irradiated by the other beams.
Each beam comprises three amplification stages, a 6 mm aperture ring regenerative amplifier amplifying the pulse energy
to the mJ regime after around 25 passes, a 50mm rod amplifier stage producing around 100mJ after 4 passes and finally a
208mm amplifier stage boosting the output to around lkJ after 4 passes. Isolation of the high overall gain is achieved
with strategically placed Pockels cell isolators and angular offsets are used to separate the beams in the 4 pass stages.



Beam transport is controlled throughout the system by confocal optical telescopes providing spatial filtration in the focal
plane and image relaying. This architecture is based on that employed on the LMJ4 and NIF5 MJ class lasers under
construction.
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Correcter plate positioning

Four potential locations for the insertion of phase corrector plates are shown.
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Injection to the large aperture amplifier stage. This is the smallest component but is used in single pass with full
correction resulting in the steepest surface gradients on the part. There is also an issue with propagation of a pre-
distorted beam through the laser.
At the end mirror in the 4 pass large aperture amplifier stage. This only needs a quarter of the phase depth with
least phase gradients and the beam in any section sees least distortion but is large aperture and more difficult to
fabricate.
An element at the output of the transport spatial filter can correct the full distortion at the end. This is the largest
aperture element with full phase depth.
The section of the laser in the middle of the 4 pass 208mm stage. After two passes of the amplifiers, the beam is
re-collimated at 40mm aperture, propagated through an isolator stage and reflected back along a different path
for injection for the final two passes through the large amplifiers. This is the preferred location because

a)
b)
=)
d)

the element is of a reasonable size for fabrication, approx. 40 mm diameter.
the phase depth is halved since it is used in double pass
it sits in an image plane at the reflecting mirror for ease of alignment
it is halfway through the system so limits the aberration in any section of the laser system

LASER WAVEFRONT MEASUREMENT AND RECONSTRUCTION
The wavefront measurements at the output of the East beam were made using a self-referencing radial shear
interferometer in which the central 1/9th of the beam is expanded as the reference beam. The resultant fringe pattern is
imaged onto a computer coupled CCD camera. The beam splitter is tilted to produce a high fringe density for a Fourier
Transform analysis technique 6.
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An example interferogram is shown below, Figure 2. This was taken on Shot 117 on the East arm of the HELEN laser.
The fringe analysis yields a far field spot and phase map.

Intereferogram Focal Spot Phase Surface Plot

Fig. 2

For this particular shot, the focal spot diameter enclosing 90% of the energy is approximately 8.5x the diffraction limited
90% energy diameter, with a Strehl ratio of 0.03. The Peak to Valley phase error is around 5.4 ~,.

A convenient basis set of functions to describe the wavefront is the Zernike circle polynomials of generalised form7

where dp is the phase value with coordinates p, normalised radius, and 0. Zj are the polynomial forms with the coefficient
aj being the weighting factors. These functions have wide application in circularly symmetric optical systems and may be
related to the Seidel aberrations. They are used here to

a)
b)
c)
d)

allow removal of tilt from the interferogram
provide a simple prescription of the wavefront for reconstruction and mask generation
to average out the effects of shot to shot variations
to extrapolate the wavefront beyond the beam aperture to enable a clear aperture for the fabricated optic to be
larger than the beam size
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Table 1 shows the shot averaged polynomial fits for the examples of a main beam and a backlighter with tilt removed.
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These functions are plotted below. Fig 3a shows the main beam surface plot, phase map and contour plot. Fig 3b shows
the same information for the backlighter.

Fig 3a
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Fig 3b

The P-V correction for the main beam is 5.4~, with a gradient of 2.5~,/cm. In double pass this is an etch depth of 6.3 ~tm
for fused silica with n=1.45 at a wavelength of 1054nm. For the backlighter, the equivalent figures are 9~P-V with
maximum gradient of 4.5~,/cm and etch depth of in double pass of 10.5lxm.

Continuous Elements
INDIRECT WRITE FABRICATION

l
substrate through UV exposure and processing.

The steps involved in production of the main beam correction elements are shown pictorially in Fig. 4 below. Grey scale
amplitude masks were laser printed on high quality drafting paper from the phase map described by the mean primary
Zernike correction. The mask profile was transferred into a photo-resist layer (Shipley Microposit 1813) on a silica

Grey scale mask

I

Surface relief profile
in photoresist

Process photoresist

UV source mask ~ subslmte

Fig 4

A reactive ion etch process then transferred the relief in the photo-resist layer into the substrate.

High fidelity reproduction requires careful calibration of all the transfer processes to get the required shape and depth. In
addition there are issues with production of defect free masks and uniformity of photoresist layers.

An example of a component in photoresist is shown in Fig 5 below. High fidelity reproduction Of the desired profile is
not achieved in this case. However, an improved mask generation technique using high resolution photographic film and
better process calibration is anticipated to yield improved fidelity.



Fig 5

The use of the photoresist coated component as the correcting element in the laser was considered. As there-is only one
transfer process involved in production it would be easier to fabricate. However, in tests, the photoresist layer was found
to damage at the GW/cm2 intensity levels to which it would be subjected in the beam.

The reactive ion etch step is therefore a necessity to fabricate a bare silica element suitable for AR coating and insertion
in the beam. The deep etches led to thermal loading issues on the substrate surface. Fig 6 shows a profile of a silica
element. The glitches seen on the line scan are real and due to non-uniformities in the photo-resist and thermal effects in
the reactive ion etch phase. These preclude the components use in a high power laser beam.

Multi-level elements
Fig 6

Multi-level elements offer better control over the processes but require more steps to be carried out. The 64 level element
involves 6 binary masks. These are e-beam written chrome masks and although the lateral feature size is relatively large,
approx. 300ktm per step, the mask alignment tolerances are considerably more stringent. Several elements have been
fabricated of the desired size. One example is shown below in Fig 7 in which a reasonable approximation to the design as
indicated in Fig 3a is achieved. This is a contour plot of the transmitted wavefront of the element. The generated surface
relief profile did not include any compensation for the transmitted wavefront of the substrate, which has been found to be
the order of 0.5~,. This is believed to account for a large part of the difference to the design.

Fig 7
Unfortunately, it is not possible to field these components in a high power beam because enhanced intensity modulation
on the beam is initiated by the multi-step structure.~.



DIRECT WRITE FABRICATION

A novel wet etch figuring tool has been employed to directly write the surface relief profile on thin glass substrates2. The
small tool technique uses the controlled application of a flowing liquid chemical etchant HF solution. The tool footprint
is defined by the applicator and confined by surface tension. The tool moves relative to the surface being worked. This is
shown schematically in Fig 8.
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Fig 8
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A great advantage of this technique is that direct feedback is used to control the process. A simple interferometer and
correction algorithm is used to measure optical thickness change between the front and back surface of the glass plate at
the process point. This allows real-time process control and removes any substrate wavefront error.

Fig 9

This method has been successfully used to fabricate a part for the backlighter beam. Test data from the tool’s built in
interferometer is shown in Fig 9. A good match to the desired profile is obtained.
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Further tests in from an off-line interferometer, shown below in Fig 10, confirm the match.
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Fig 10

SUMMARY

The measured output wavefronts of the HELEN laser beams have been shown. Designs for correcting elements have
been determined from averaging over multiple shots using Zernike polynomial reconstruction. A Zernike prescription has
also been used to specify the element surface relief. Continuous profile surface relief elements have been fabricated using
photolithographic techniques but deviations from the design introduced in the fabrication stages have limited the
performance as detailed by the match to contour plots. The surface roughness of the final dry etched elements has
precluded their use in a high power laser. Work has started to obtain better control the processes involved. Multi-level
elements have also been made. They provide a better match to the desired profile but still limited, largely due to failure to
compensate for the wavefront error of the substrates. Furthermore, interference induced intensity modulation from the
steps precludes their use in a high power laser. An element has been successfully made by a novel direct write method.
The wet etch tool features a number of advantages. Feedback during fabrication ensures real-time control and an
excellent match to the desired profile with better surface quality has been achieved.

It remains to field the element made by the wet etch tool in the laser to assess the value of this technique to improve the
focal performance of the laser.
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ABSTRACT

Large aperture diffractive optics are needed in high power laser applications to protect against laser damage
during operation and in space applications to increase the light gathering power and consequently the signal to noise.
We describe the facilities we have built for fabricating meter scale diffractive optics and discuss several examples of
these.
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INTRODUCTION

In recent years, diffractive optics are finding an increasing number of applications. While diffraction
gratings have been extensively used in spectrometers for many years, spot array generators in optics interconnects,
fiber Bragg gratings, laser beams shapers, and computer generated holograms are examples of more recent
diffractive optics applications. A majority of these applications, especially the more recent commercial ones, require
diffractive optics at small aperture sizes (in the mm to a few cm size). Large aperture diffractive optics, on the other
hand, find applications in high power lasers and in space optics.

In high power lasers, large aperture optics are required in order to minimize the optical damage to the optic.
The area of the optic is often set by the laser damage threshold fluence and the maximum amount of the laser energy
incident on the optic. For example, in the Nova laser system at the Lawrence Livermore Laboratory (presently non-
operational), the largest optic had to be approximately 70 cm in diameter in order to propagate - 4 kJ of laser energy
in a 3 ns pulse at 351 nm. The estimated laser damage fluence at this pulse length was about 2-4 J/cm2. In the
National Ignition Facility presently under construction at our Laboratory, the laser damage fluence of the optics at
351 nm is expected to be around 15 J/cm2 for the 3 ns pulse because of the improvements in optical finishing
processes. Because of this increased laser damage threshold, more laser energy can be propagated through a given
optical aperture. Thus, nearly I 1 kJ of laser energy in a 3 ns pulse at 351 nm is expected to be propagated through a
40 cm square aperture optic. The NIF laser system will have 192 laser beams which together will deliver
approximately 1.5 MJ of 351 nm light to the target [1]. In the current baseline, each of the 192 beams is expected to
have a shallow diffraction grating for sampling the laser beam energy and a continuous phase plate for
homogenizing the focal spot. These diffractive optic are at the full 40-cm square aperture size.

Another high power application that requires large diffractive optics is the Petawatt laser. Here the chirped
pulse amplification (CPA) concept is used to generate ultra high peak powers. In CPA, a short, low energy pulse 
’stretched’ in time using a pair of small aperture diffraction gratings. This stretched pulse is amplified through a
conventional laser amplifier chain such as the Nova laser. Finally, the amplified, stretched pulse is recompressed in
time using another pair of diffraction gratings. The gratings in the compression stage have to be at large apertures in
order to be able to withstand the high fluences. The Petawat demonstration at the Lawrence Livermore Laboratory
[2] used 94-cm diameter diffraction gratings for pulse compression. These were submicron-pitch, holographically
ruled plane gratings. Similar gratings are currently being employed at other Petawatt laser facilities under
construction. The size of these gratings is again set principally by the amount of the laser energy generated and the
laser damage fluence of the gratings.
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In space applications, large aperture optics are required to increase.the light gathering ability and
consequently the signal to noise ratio. Examples here are the large aperture primary mirrors in space telescopes. The
largest ground based telescope, the Keck telescope in Hawaii, has a 10 m diameter primary mirror comprising of 36
1.8 m wide (comer to comer) hexagonal shaped mirror segments. The largest space based telescope, the Hubble has
a monolithic primary mirror of 2.4 m diameter. The resolution as well as the signal strength are directly related to
the aperture size and get better with increasing apertures. In the proposed Gossammer space telescope initiative by
NASA [3], the apertures are envisioned to be in the 50-100 m diameter range.

DIFFRACTIVE OPTICS FABRICATION FACILITIES

Fabrication of large aperture diffractive optics poses many unique challenges. A common way of
fabricating such optics is by using lithographic techniques. Here the substrate is coated with a uniform layer of
photoresist which then is exposed either to an interference pattern (for fabricating diffraction gratings) or to 
intensity pattern transmitted through a mask (for making kinoforms or continuous phase plates). Following the
exposure, the photoresist is developed to create a surface relief pattern. At this stage, a gold overcoat can be applied
to the relief pattern in resist leading to a reflective grating (for example). On the other hand, for transmissive
diffractive optics, the surface reliefpattem can be transferred into a glass substrate (often fused silica) by either wet-
etching or by dry etching. These are fairly standard methods in diffractive optics fabrication and are widely used by
the researchers in the field. The uniqueness of our work lies in the application of these techniques to large aperture
(- lm size) diffractive optics fabrication.

In conventional lithography, the photoresist coating is applied to the substrate using a spin coater.
However, this technology does not easily scale up to larger aperture sizes. There are several reasons for this. The
large substrates are often heavy (especially those fabricated for reflective optic) and these can not be spun at the high
speeds required for coating. If one uses a dip coating technique, a large amount of photoresist as well as a large dip
tank are needed for this. The uniformity of the coating for large apertures produced by the spin coating method is
also not very good. For these reasons, we have chosen to apply the photoresist coating to large aperture substrates
using a meniscus coating method. A picture of our meniscus coater is shown in figure 1. In the meniscus coating
method, the photoresist is pumped through a precisely machined slot and the optic to be coated is moved at a
constant speed slightly above this slot. As the part moves over the flowing photoresist, a thin resist layer is deposited
over the optic. The thickness of the deposited layer is proportional to the2/3 power of the velocity. The meniscus
coater is used to apply photoresist and other dielctric layers to substrates up to 1 m x 2 m. For thin layers (< llam)
the flatness is better than ~dl0 at 633 nm. We have also applied up to 30 ]am thick coatings with about 5%
uniformity over -1 m size substrates.

Figure 1. The meniscus coater used for depositing photoresist coatings on large aperture sustrates.

Methods of fabrication for diffraction gratings consist of ruling the grooves with a mechanical tool or an electron
beam and interference lithography. Conventional ruling using a mechanical tool becomes impractical for high
groove densities. The tool wear also becomes an issue for large sizes. E-beam writing, while possible for a wide
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range of groove densities, quickly becomes cost-prohibitive for large apertures. Interference lithography, on the
other hand, is a complementary tool to these methods. In interference lithography a layer ofphotoresist is exposed to
a sinusoidal intensity pattern produced by the interference of two coherent beams. A picture of the large aperture
exposure facility is shown in figure 2. A laser beam from a Kr-ion laser is split into two sub-beams and two beams
are collimated using custom fabricated 1.1 m diameter aspheric fused silica lenses. The two collimated beams
interfere at an angle and the interference pattern exposes a photoresist layer deposited on over the optic. The
exposure area is -1 m diameter circle. The groove densities can be up to 2000 lines/mm with this facility. Through a
careful control of the photoresist type, the exposure and development steps, groove profiles from sinusoidal to
lamellar can be produced on up to 1-m wide apertures.

Figure 2. The large aperture interference lithography exposure station. Shown in this picture are the 80-cm fused
silica lenses for collimating the 414 nm laser beams. The current set up uses 1.1 m diameter lenses.

In addition to the meniscus coater and the holographic exposure facility, we also have mask making and
mask-alignment machines, baking, wet processing (for cleaning, developing, HF acid etching etc), vacuum
processing (for deposition of metallic and dielectric coatings) and ion-etching facilities for handling up to 1-m size
apertures. Finally, the fabrication infrastructure is complemented with a suite of the state of the art optical and
diffractive optic design codes.

EXAMPLES
In this section we discuss some of the large aperture diffractive optics fabricated at our facility. Figure 3 shows a
picture of a 94-cm diffraction grating for use in the pulse compression stage ofa Petawatt laser. We have made
several such gratings for various Petawatt laser facilities under development through out the world. The grating
substrate used was a 12 cm thick BK7. We have also fabricated such gratings on fused silica substrates. The groove
density was 1480 lines per mm. The grating structure was first formed in photoresist using interference lithography
using two collimated beams and subsequently overcoating it with a thin gold layer. We measured the diffraction
efficiency of this grating in a reflecting -1 order in a Litro configuration. A spatial map of the efficiency is shown in
figure 4. We see that the grating efficiency is greater than 92% over the aperture with good uniformity. To the best
of our knowledge, our facility is the only one that can fabricate gratings of such quality and aperture sizes.
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Figure 3 (above). Picture of a 94-cm diameter diffraction
grating fabricated using interference lithography.
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Figure 4 (righO. Spatial map of the diffraction efficiency of the 94-cm grating.

Next example we present is a transmission grating in a 40 x 40 cm wide, 1-cm thick fused silica substrate
fabricated using interference lithography and wet etching. This grating is a prototype of the gratings that will be used
for sampling the high power beam on NIF. The requirements are that the grating diffract a small fraction (- 0.3%) 
the incident high power laser beam and bring it to focus at a distance of approximately 1.5 m from the optic. The
sampled beam also needs to clear the main (zeroth order) beam. These implies the grating structure to have shallow
(-20 nm deep) concentric grooves as shown schematically in figure 5. We used interference lithography with
diverging beams to fabricate the grating structure in photoresist. At the end of the lithography step, the photoresist

¯ grooves were separated by clear areas. At this stage we transferred the grating pattern into the fused silica substrate
by etching clear areas using a buffered hydrofluoric acid solution. Finally the remaining resist as washed off leaving
a clear fused silica optic with ~20 nm deep grating profile. Figure 6 illustrates the operation of such a beam
sampling grating. Here the grating is illuminated with a whitelight source (hidden behind the screen)and the
converging and the diverging diffracted orders are seen on the screen past the grating. In the coming years we will
be producing several such gratings for the NIF laser beams.

Final example we will discuss here is the development of Fresnel lenses for space telescopes. Other examples such
as ion etched fused silica gratings, dielectric multiplayer gratings and kinoform phase plates will not be discussed
here because of space limitations. Recently we have proposed a large aperture diffractive telescope concept for
imaging of exo-solar planets [4]. Such telescopes consist of a large aperture (25-100 m diameter), long f-number
(50-100) transmissive Fresnel lens primary and a much smaller secondary system which is physically separated from
the primary but is optically connected to it. Long f-number lenses offer significant advantages over the mirrors by
being less sensitive to surface deformities during their operation. Space deployment of such systems requires that the
lens be light weight and hence a Fresnel lens. The chromatic effects inherent to a diffractive Fresnel lens can be
completely compensated for in the seci~ndary part of the telescope by using a correcting secondary Fresnel lens. We
have recently demonstrated the broad-band (470-700 nm), near diffration limited operation of such a telescope in the
Laboratory using monolithic Fresnel lenses fabricated in 1-cm thick monolithic fused silica substrates [5]. Figure 7
illustrates a binary mask produced for fabricating a 50-cm diameter 17100 Fresnel lens. The lens was fabricated in 1-
cm thick fused silica substrates using a 2-mask lithography process and wet etching.



Figure 5. Schematic of the beam sampling
grating groove profile.

Figure 6. A 40-era aperture beam sampling
grating in operation. A white light source
located behind the black circle in the center of
the picture illuminates the grating. The
converging and the diverging diffracted orders
are seen at the screen located behind the optic.

Scale up of such Fresnel lenses to space telescope applications poses some unique challenges. First of all the
substrate material has to survive in a space environment during its operational life time. Second, the lens material
has to be light weight, packageable and deployable in space. Give these requirements, we have selected 0.7 mm thin
glass sheets as a baseline material for fabricating a 5-m diameter foldable Fresnel lens. These glass sheets are
produced in high volume for use in fiat-panel displays. The schematic of our 5-m diameter Fresnel lens is shown in
figure 8. It consists of 81 panels each approximately 1 m wide that are patterned with the Fresnel lens pattern and
are seamed together using metallic tabs. The particular pattern chosen is so that it can be folded into a ’hat-box’ like
shape for launch. Some of the folding sequence is also shown in figure 8.

Figure 7. Picture of a 50-cm
diameter Fresnel lens binary mask

Figure 8. Schematic of a 5-m diameter foldable Fresnel lens.
Some of the steps in the folding sequence are shown below.
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In order to demonstrate the concept of a seamed lens, we built a 6 segmented 75 cm diameter lens and
measured its focusing properties. The glass substrates consisted of 1 mm thick fused silica polished to 1/10 th wave
transmission wavefront. The Fresnel
lens was patterned on each panel separately and the panels were aligned to each other using fiducial marks and
seamed together using metal tabs. The seamed lens is shown in figure 9. The nearly diffraction limited focal spot
produced by this lens when illuminated by a collimated beam is shown in figure 10. This confirms that a seamled
lens can act as a monolithic lens as long as it is precisely assembled. Following this measurement, we removed the
lens from the mount, folded it, unfolded it and placed it back in the mount and measured the focal spot again. This
image is also shown in figure 10. The similarity of the focal spots before and after the folding confirms the validity
of the concept of a folding lens for space telescopes. We are currently building a 5-m diameter segmented Fresnel
lens.

SUMMARY

In summary, we have briefly discussed the need for large aperture diffractive optics in high-power laser and
space applications. In responding to these needs we have developed over the last several years unique fabrication
capabilities for manufacturing diffractive optics at - 1-m sizes. Finally we illustrated these capabilities with
selective examples of diffraction gratings and Fresnel lenses. Currently we are applying this technology for
fabricating even larger aperture diffractive optics.

Figure 9. Picture of the 6-segmented
seamed Fresnel lens. The radially
distributed shiny squares are the metallic
seaming tabs.

Figure 10. The focal spots produced by the segmented
Fresnel lens in the initial assembly shown in figure 9
before folding (left image) and after a folding and 
unfolding cycle (right image)

This work was performed under the auspices of the U.S. Department of Energy by the University of California,
Lawrence Livermore National Laboratory under contract No. W-7405-Eng-4&
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Effects of nonionizing prepulses in high-intensity laser-solid interactions

K. B. Wharton, C. D. Boley, A. M. Komashko, A. M. Rubenchik, J. Zweiback, J. Crane, G. Hays,

T. E. Cowan, and T. Ditmire
Lawrence Livermore National Laboratory, University of California PO Box 808, Livermore, California 94550

We present theoretical and experimental evidence that nonionizing prepulses with intensities as low as
108-109 W/cm2 can substantially alter high intensity laser-solid interactions. We show that prepulse-heating
and vaporization of the target can lead to a preformed plasma once the vapor is ionized by the rising edge of
the high-intensity pulse. Our results indicate that peak prepulse intensity is not the only important parameter to
consider in determining preformed plasma thresholds, and that a more comprehensive analysis of the prepulse
duration and the target material is required.

The physics of high-intensity laser interactions with solid
targets is of wide interest, as near-solid-density plasmas have
parameters relevant to inertial confinement fusion as well as
being sources of short-pulse x rays [1,2]. At laser intensities
above 1015 W/cm2, collisionless processes such as resonance
absorption [3] and vacuum heating [4] begin to dominate the
laser absorption mechanisms. Both of these mechanisms are
highly sensitive to the electron density scale length L
= [ (1/ne) (dne/dx) ]- 1 at the interaction surface, and there-
fore a prepulse can strongly affect the primary interaction if
it creates a preformed plasma. Often the plasma scale length
has been experimentally varied with a short-duration, inten-
tional prepulse [2,5,6].

Apart from intentional prepulses, short-pulse lasers are
often superimposed on a longer duration, lower-intensity
pedestal of amplified spontaneous emission (ASE). This ASE
prepulse has also been observed to affect the interaction of
the main laser pulse [7-11], and in some recent ultrahigh
intensity experiments it is assumed that the ASE produces a
substantial preformed plasma in front of the solid target [12-
14]. However, the conditions where ASE becomes relevant
have not been well investigated. Preplasma formation thresh-
old intensities quoted in recent literature, on the order of
1011W/cm2 [15], arise from the assumption that ASE cannot
affect the main interaction unless the field intensity is suffi-
cient to cause plasma breakdown on the solid target. Earlier
work has shown that ASE in the 109 W/cm2 range affects
reflection [8], transmission [9], and x-ray yield [10], al-
though the latter result used uv laser radiation where single-
photon ionization effects were present. Laser-solid interac-
tions below both the field- and single-photon-ionization
thresholds are well documented in the fields of material pro-
cessing and analytical chemistry [16-18].

In this Rapid Communication we show that peak ASE
intensity is not the only appropriate parameter, and a more
comprehensive analysis of the prepulse duration and the tar-
get material is required to understand the effect of the ASE.
High-intensity experiments are presented to support this con-
clusion, and puzzling results from some previous experi-
ments are reexamined.

For a nonionizing ASE prepulse incident upon a solid
target, the primary effect is the thermal heating of the sur-
face. If the surface reaches temperatures on the order of the

boiling point, significant densities of neutral vapor can be
outgassed. Although this vapor is not yet ionized, the rising
edge of the subsequent high intensity pulse will quickly ion-
ize the atoms, turning a preformed vapor into a preformed
plasma. Therefore, the vapor profile is directly related to the
electron density profile that will in turn affect resonance ab-
sorption (and other absorption mechanisms) of the primary
laser pulse.

In this context, prepulse intensity and laser "contrast"
(the intensity ratio between the ASE and main pulse) are not
the most appropriate parameters for ascertaining the pre-
plasma formation. Instead, a more appropriate parameter is
an estimate of the energy density at the surface of the target
at the time of the main pulse arrival (Usur~):

771avgV~
U~f= ~ (for d> 2~-aaz), (la)

r]/avg 7"
Usurf- d (for d,~ 2~-aaz). (lb)

Here 7/ is the low-intensity surface absorptivity of the
target material, 7" is the duration of the ASE,/avg is the aver-
age ASE intensity, o~ is the thermal diffusivity of the target,
and d is the target thickness. For targets thicker than the
thermal diffusion depth, the first equation applies; for very
thin targets one can assume that the heat is deposited evenly.
Although Eq. (1) makes the poor assumption that ~7 and 
are not functions of temperature, as well as neglecting energy
lost to the vapor, Usurf yields a more relevant measure of
ASE than the usual "contrast" ratio (or/avg)" The main pre-
dictive feature of Eq. (1) is that similar ASE intensities
should have very different effects for target materials with
different absorptive and thermal properties.

We experimentally explored the effect of ASE on high-
intensity interactions using a 35 fs, ~<130 mJ Ti:sapphire
laser (wavelength= 820nm), refocused to a 500 ~m spot
(full diameter). All shots used p-polarization and a ° angle
of incidence. The targets used were 25 /zm Ti foils, some
overcoated with thin layers of vapor-deposited A1 or CH. In
order to measure the hot electrons generated at the plasma
surface, the primary diagnostic was a time-integrated mea-
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22 cm behind the target with a backside illuminated x ray
charge-coupled-device camera. The camera was filtered to
operate in a single-photon counting regime so that back-
ground x rays could be distinguished from the spectral peak
[14]. This technique is "blind" to any low energy electrons
produced by the laser, as only electrons over 5 keV can pro-
duce a 4.5 keV Ti K,~ photon. The duration and intensity
profile of the ASE were measured on every shot with a 200
ps rise-time fast photodiode; a typical ASE profile rose lin-
early in time until the arrival of the main pulse.

The ASE level preceding the main pulse was varied in
three ways. First, the regenerative amplifier of the laser was
pumped below saturation so that shot-to-shot variations
shifted the ASE intensity between roughly 10-6 and 10-7 of
the peak laser intensity. The duration of the ASE was also
systematically varied between 0.5 and 2.0 ns by changing the
timing of a fast-slicing Pockels cell in the laser chain. Fi-
nally, the total laser energy was varied, always keeping the
peak intensity on target between 2× 1015 and 1016 W/cm2.

Because the optimum intensity for Ti K~ production is 4
× 1015 W/cmz [19], we do not expect a strong K,~ yield varia-
tion over this intensity range.

The measured conversion efficiencies from incident laser
energy into outgoing Ti K~ x-ray energy (assuming a uni-
form distribution of x rays into 47r steradians) are plotted in
Fig. 1 against total ASE fluence. The results are shown for
bare 25-/zm-thick Ti foils, as well as 25 /zm Ti foils over-
coated with a layer of 100 or 500 nm CH. The bare Ti foils
show a strong decrease in K,~ yield for increasing ASE de-
spite the low absolute ASE levels; the lowest fluence shots
on this graph correspond to an average intensity of only
10s W/cmz over 0.5 ns. This strongly indicates that some
process in the nonionizing 108-109 W/cm2 range affects the
absorption of the high intensity laser. The neutral-vapor hy-
pothesis presented above is supported by the differences be-
tween bare-Ti and CH-coated targets in Fig. 1. Unlike the

1 10 100
U=,, (kJ/cms)

FIG. 2. (a) shows the conversion efficiency from incident laser
energy into outgoing Ti K,, x-ray energy plotted against total ASE
fluence. Results are shown for 25-/.ma-thick bare Ti foil targets
(squares), as well as the same targets overcoated with 100 nm 
(open circles) and 400 nm CH (closed circles). (b) shows the 
data plotted against the prepulse parameter Us~ as defined in Eq.
(1), which scales as the energy density in the surface of the target.

bare targets, the yield from the coated targets increases with
larger ASE fluences. This is consistent with the above model;
the thin CH layer will be transparent to the low intensity
ASE and will limit vapor outgassing from the heated Ti foil.
However, at some point the heated Ti can melt back through
the CH layer, producing CH vapor for larger ASE levels.

For a comparison of opaque targets, we deposited a layer
of A1 onto the Ti foils in place of the transparent CH, so that
the ASE energy would be absorbed or( the surface. Figure
2(a) shows the conversion efficiency into Ka x rays as 
function of the ASE fluence. The results are shown for bare
25 ~m Ti foils (the same data set as Fig. 1, binned for clar-
ity), as well as 25/zm Ti foils coated with a vapor-deposited
layer of 100 or 400 nm A1. These data seem to indicate quite
different optimal fluence levels for the different materials: on
bare Ti the optimum yield lies near the lowest ASE fluence
(0.05 J/cm2) while the yield from the Al-coated targets peaks
at nearly an order of magnitude higher ASE fiuence (near 0.4
J/cm2).

The importance of the deposited surface energy density,
however, becomes apparent when these yields are plotted
against Usurf [as determined from Eq. (1)] in Fig. 2(b). 
bare Ti targets Usuff is calculated using the low-intensity
value for r/(40%) and the melting-point value for ~ (0.07
cm2/s). The 400 nm Al-coated targets used the corresponding
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aluminum parameters of 7=20% and a=0.5 cm2/s. The
100 nm Al-coated targets were sufficiently thin to apply Eq.
(lb), which assumes the absorbed ASE energy was evenly
deposited throughout the A1 layer (and minimal thermal con-
duction into the much lower thermal conductivity Ti sub-
strate). In Fig. 2(b) the qualitative scaling is now similar
between targets: both Al-coated targets show a peak in the
K~ yield at a surface energy density of 4-5 kJ/cm3, which is
also consistent with the available data from the bare Ti tar-
gets. This implies that this energy density corresponds to a
vapor scale length that optimizes the production of fast elec-
trons.

In order to estimate the density and scale length of this
vapor plume, we simulated the heat deposition with a 1D
hydrodynamics and vaporization code [20] designed to
model material drilling by laser intensities between 108 and
1011 W/cm2. This code (THALES) uses temperature-
dependent material properties (absorptivity, diffusivity, etc.)
and calculates heat transfer in the target, vaporization, and
hydrodynamics of the expanding plume. For a given laser
intensity profile, the code is believed to provide a good esti-
mate of the target surface temperature. However, the mean
free path in the outgassed vapor is on the order of a micron,
which is comparable to the vapor scale length. For this rea-
son we analytically computed the vapor density profile from
the temperature history of the target, assuming the velocity
distribution of the vapor at the surface is a one-directional
Maxwellian [21]. From the vapor density, a plasma density is
then calculated by noting that the intensity of our main laser
pulse would be expected to triply ionize the A1 vapor and
4x-ionize the Ti vapor.

The final plasma density profile from these simulations
and calculations are shown in Fig. 3 for both Ti and Al tar-
gets and various ASE intensities assuming a 1.0 ns ASE
ramp. There is a clear material difference; Ti targets require
less of an ASE prepulse than Al targets to produce similar
plasma densities. Also, it is apparent that ASE intensities on
the order of 109 W/cm2 can easily produce overcritical plas-
mas via the vaporization mechanism described above. This is
typically two orders of magnitude smaller than previous es-
timates of relevant ASE levels.

For both overdense plasma density profiles shown in Fig.
3, the scale length L is very close to 0.2/zm. This is near to
the optimum plasma scale length for resonance absorption
for our laser parameters [3]. However, there is a quantitative
difference between the Usu~f= 12-24 kJ/cm3 which yield the
optimum plasma profiles and the Usurf= 4-5 kJ/cm3 seen to
optimize the K,~ x-ray yield in our experiments. Indeed, the
lower-density profiles shown in Fig. 3 are closer to the latter
numbers, but those underdense plasmas would not be ex-
pected to enhance resonance absorption. A number of factors
could give rise to this quantitative difference, including in-
accurate estimates for the liquid state properties used in THA-
LES, which are not well established. Another possibility is
that an underdense plasma shelf might optimize the hot elec-
tron production not through resonance absorption, but
through vacuum heating [4,22]. (We also note that ASE-
induced corrugations of the target surface has been proposed
as an absorption-altering mechanism [8].) Nonetheless, the
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FIG. 3. Calculated plasma density profiles are plotted in units of
electron density (normalized to the critical density for 820 nm, nor
= 1.66× 1021 cm-3), as a function of distance from the surface of
the target. Results are shown for 400 nm A1 targets (thin lines) and
25 /Jan Ti targets (thick lines), for peak ASE intensities of 
X 10s W/cm2 (solid line), 109 W/cm9 (short-dashed lines), and 2.5
)< 109 W/cm-2 (long-dashed line). All ASE profiles are 1 ns in du-
ration, and have a linearly rising profile; i.e., the average intensity is
half of the peak intensity. Equivalent values of U~ [from Eq. (1)]
are as follows: 4.5 kJ/cm3 (lower intensity A1), 11.5 kJ/cm3
(higher intensity A1), 7 kJ/cm3 (lower intensity Ti), and 24 kJ/cm3

(higher intensity Ti).

THALES simulation confirms the qualitative material scaling
seen in the experiments, and also demonstrates that overcriti-
cal plasmas can be generated by target outgassing.

Further evidence for the relevance of these ASE levels
can be found in previously published high-intensity laser-
solid experiments. Several groups have observed a dramatic
difference between high-intensity laser absorption in opaque
and transparent targets [11,14,23], which can likely be ex-
plained in terms of ASE effects. In particular, Ref. [11] noted
that a difference in x-ray yield from A1 and glass targets was
strongly dependent on the duration of the ASE before the
arrival of the main pulse, yet an interferometric diagnostic
saw no preformed plasma on either target at standard ASE
levels. Neutral vapor outgassing may explain these results;
the surface absorption would be much higher in A1 than in
glass, and therefore the ASE could cause neutral vapor out-
gassing on only the A1 targets. However, a plume of neutral
vapor would be invisible to standard interferometric diagnos-
tics before the arrival of the main pulse.

Other results in the literature also support this model.
Jiang et aL [24] measured the density of x-ray-emitting re-
gions from laser-solid interactions, and found very different
results between Ti, Al, and NaCl targets. Although these ex-
periments were performed at intensities of 1019 W/cm2, their
stated contrast ratio of 10-10:1 indicates that their ASE was
--109W/cm2. The authors consider the possibility of a
prepulse, but observe that in transparent targets (NaC1) the
x-ray emission comes from a solid density plasma, and so
they rule out a relevant prepulse which might pre-expand
their target. However, the lower plasma density measured in
their A1 targets (and the lack of signal from Ti targets) hint
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that ASE may have been affecting these opaque targets, spar-
ing only the transparent NaC1.

This target vaporization analysis should take into account
not only changes in target material, but also thickness varia-
tions of thin foil targets [where Eq. l(b) applies]. Feurer
et al. [25] report evidence of resistive inhibition of hot elec-
tron transport through very thin (400-700 nm) AI layers on 
Cu substrate. This is at odds with high levels of hot electrons
that have been seen to propagate through much thicker
(--500/zm) layers of AI in other experiments [14]. Another
interpretation of these results is that increasing the thickness
of the A1 layer from 400 to 700 nm allowed the prepulse heat
to diffuse into the target, preventing surface vaporization.
Note that the thermal diffusion depth for a 3 ns ASE pulse in
warm A1 is (2ot7)1/2=550 nm. The experiments presented
here are not exactly applicable to this previous work, as our

substrate (Ti) has a lower thermal conductivity than Cu, 
further experiments would be needed to test this interpreta-
tion.

With the experiments presented above, we show that
ASE-induced target vaporization and subsequent formation
of preformed plasmas is an important effect in laser-solid
interactions. This conclusion has implications for a wide
range of experiments, not only in setting relevant goals for
ASE-supression in high power laser systems, but also in tar-
get design, data interpretation, and comparison between vari-
ous high-intensity experiments.

The authors gratefully thank D. Munro and S. Hatchett for
crucial contributions as well as R. A. Smith for useful dis-
cussions. This work was conducted under the auspices of the
U.S. Department of Energy by Lawrence Livermore National
Laboratory under Contract No. W-7405-ENG-48.
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The measurement of emittance in space-charge dominated, high brightness beam systems is investi-
gated from conceptual, computational, and experimental viewpoints. As the self-field-induced collective
motion in the low energy, high brightness beams emitted from photoinjector rf guns are more important in
determining the macroscopic beam evolution than thermal spreads in transverse velocity; traditional meth-
ods for phase space diagnosis fail in these systems. We discuss the role of space charge forces in a tradi-
tional measurement of transverse emittance, the quadrupole scan. The mitigation of these effects by use
of multislit- or pepper-pot-based techniques is explained. The results of a direct experimental comparison
between quadmpole scanning and slit-based determination of the emittance of a 5 MeV high brightness
electron beam are presented. These data are interpreted with the aid of both envelope and multiparticle
simulation codes. It is shown that the ratio of the beam’s/3 function to its transverse plasma wavelength
plays a central role in the quadrupole scan results. Methods of determining the presence of systematic
errors in quadrupole scan data are discussed.

I. INTRODUCTION

There exists an emerging class of very high brightness
electron beams, which are created through photo-
emission from cathodes embedded in high field radio
frequency guns, and driven by picosecond lasers. These
systems, termed rf photoinjectors [1,2], produce high
brightness beams by creating high charge beams with the
time structure of the driving laser, and preserving both the
temporal extent and the transverse phase space quality,
despite the presence of extremely large space-charge
forces¯ The preservation of the electron beam pulse length
is accomplished by application of large amplitude rf accel-
erating fields, while the transverse phase space quality is
controlled and optimized by judicious balancing of space
charge defocusing and externally applied focusing forces.
Perhaps one of the more remarkable aspects of the beam’s
evolution is that the transverse emittance can be greatly
expanded and subsequently diminished during one plasma
oscillation occurring under optimized beam transport
conditions. This process, termed space charge emittance
compensation, has been studied in detail in theoretical,
computational, and experimental investigations [3-6].

As a result of the advancement in the understanding
of the emittance compensation process in these beams,
new photoinjectors are designed specifically to use exter-
nal focusing and acceleration to balance the extreme space-
charge forces in the bunch [7]. The same care must be
taken in the implementation of diagnostics for photoinjec-
tot beams. In particular, measurement schemes that deduce
a beam’s properties from its behavior in a drift region need

to take into account the space-charge forces in the beam,
as these forces usually control the beam’s behavior. In
addition, space charge can change the property one is at-
tempting to measure in the region of measurement. For
example, the emittance compensation process relies on the
fact that the emittance changes (oscillates) in a drift re-
gion after a solenoid. Another issue in the measurement
of photoinjector beams is the stability of the photocath-
ode drive laser. Fluctuations in the energy and size of the
drive laser cause shot-to-shot fluctuations in the beam size
and emittance both directly and indirectly (by changing the
space-charge forces and the emittance compensation pro-
cess.) For this reason, in photoinjectors single shot mea-
surements are preferable to those requiring many shots.

In the remainder of this paper, we review and examine
the effects of space charge in two different emittance mea-
surement techniques--the multislit-based and quadrupole
(quad) scan systems. This paper builds on previous work
on the subject ofemittance measurement systems [8] and
measuring the emittance of photoinjector beams [9]. We
discuss here some of the relevant issues in Refs. [8] and
[9] and clarify some key differences between this work
and those¯ We then describe an experiment performed
at the LLNL Thomson source photoinjector where these
two techniques were used to measure the emittance of a
highly space-charge dominated beam. The results of this
experiment, which show that the emittance found with
the quadrupole scan is in disagreement with that mea-
sured with the multislits (the quad scan results are consis-
tently higher), are compared with simulation and analytical
models.
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II. MULTISLIT-BASED EMITTANCE
MEASUREMENT

The first purpose of a phase space measurement system
based on multislit collimation [10] is to slice up the beam
into physically separated linelike sources, or beamlets, as
shown in Fig. 1. This slicing combined with a drift, which
reveals the spread in velocities as spatial information at
an intensity-sensitive detector, allows a full reconstruction
of one of the beam’s transverse phase planes, e.g., (x, Px).
This technique is especially useful when implemented as
a single-shot diagnostic in photoinjectors, where shot-by-
shot beam parameter fluctuations may dominate multishot
measurements. Multishot variants of the slit-based method
involving one or two slits, as well as the pepper-pot method
(the 2D analog of the multislit system, which can give the
four-dimensional transverse phase space), are discussed in
detail in Ref. [8].

The method of determining the phase space from the
multislit technique is reviewed below. After introduction
of the technique, we discuss the use of the multislit ar-
ray to mitigate collective effects in space-charge dominated
beams which can be large enough to invalidate the mea-
surement. While these effects have been mentioned in pre-
vious analyses [8-10], in this paper they are the focus of
our concern. They are therefore examined in depth, not
only in the context of the multislit method, but also in the
quadrupole scan measurement.

The beamlets are created by the multislit mask at a con-
stant spacing w, which is much larger than the slit width
d. The beamlet distribution is then detected downstream of
the multislit mask, and the beamlets resolved. The width
of each bearnlet gives a measure of the width of the trans-
verse momentum distribution at each slit, and the centroid
of the beamlets gives the correlated offset of the momen-
tum distribution at each slit. Assuming a drift length L
between the multislit mask and the detecting plane, the
measured trace space distribution is approximated by a
series (m = 1 ..... N) of distinct angular distributions 
regularly spaced spatial (we take this dimension to be x)
intervals. The beamlets yield the correlated beam diver-
gences

Xm,c’ = (Xm -- Xm,c)/t = (Xm -- mw)/L, (1)

, Spaee-chmgo Slits Beandcts Bc~ct Intens,ty
Dominated Be.am

! --

FIG. 1. (Color) Illustration of the multislit-based emittance mea-
surement scheme.

I

and the rms spreads in divergence

, ____
(7"m X2m)/L 2 - (x ! "12 (2)\ re,c~ 

where the average (} is performed over the distribution
in the mth beamlet. Here we have assumed that the final
spread in detected beamlet size is much greater than the slit
width. Once these parameters are extracted from the data,
a graphical trace space distribution can be constructed, as
illustrated in Fig. 2.

Note that the trace space distribution is centered in both
x and x~, by subtracting off the overall value of the cen-
troids,

Xm,c = (Xm.c -- Xc)lold = mw
ZNm=l Immw

N
~m=llm

(3)
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FIG. 2. (Color) (a) Beam trace space constructed from the beam-
let intensity profile illustrated in Fig. 1. Each point represents
the position of a beamlet in trace space and the error bars in-
dicate the thermal spread of the beamlets. (b) Contour plot
representation of the same data. Here the relative weights of the
beamlets are resolved.
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ratio in terms of the plasma wave number associated with

t __ (x!
X!X] __ tX! ",, zN=I ImX~c the beam density rib, kp =- (.Op/C ~- ~/47rr, nb/y3, and

IXm,c --
m,e --

c] old -- I m,c)lold -- ~ the rms beta function fix.
/-...rn 1 m As an example, we take parameters typical of the present(4) experiments: a 5 MeV electron beam with current of ¯

here Im is tl~ ,’ i ltegratl cl tetected intensity of the mth 100 A, rms beam size of 1 mm, and normalized rms emit-
:amh,,t. tance of 4 mm mrad. This yields a ratio of R0 ~ 75, and
The second moments of the trace space distribution are one can see that this beam cannot be emittance dominated II

c~m the above determined parameters as until it is focused down to small sizes, o’0 < 100/zm. m

, 2, _ S’N=I Imx]n,c
Thus linear transport theory cannot be used to measure
the emittance with this type of beam, as we will discuss in~X )

~’~mN=l [m ’
(5)

detail in our evaluation of the quadrupole scanning tech- n
vN i ~ !z _ !2~ nique. Collimation with slits mitigates this situation, how- u

/ /2x /-.-m=l m~,Xmc -t- O’m)/x 2 = ~, (6) ever, by creating low current, small O’x beamlets that have
the same uncorrelated transverse momentum spread as the n
original beam. Noting that the rrns size of a uniform beam- ¯

,k-.-. N I

(XXI\ __ .d-,m=l mXm,cXm,c

let created by a vertical slit of width d is O’x = d/,f’~,
/ - ~, (7)

nanceand assumingratio for O’Xthe >>beamlets,°’y’ we have a space-charge domi-
btaining the moment (x!2) we have assumed -~̄
arnlet distributions are symmetric about thek _ ~ I { d ,~2
From the second moments, we can construct

1% = ~ 3---~ ~0 ~e--~) 
(12)

m
ittance U

V!5(x2\ (XI2) -- (XXr)2, (8)
For the beam parameters of our example, and the choice

Ex in our experiments of d = 50/xm, we see that Rb =
ae other rms Twiss parameters [11], 0.042 << 1, implying that the beamlets which pass out of J

(X2) (XXt)
the slits are emittance dominated. This process can also be II

fl~ =- --, ax =- ---, understood in terms of the plasma frequency of the beam

Ex 12 2 ex (9)
and the beta function. Since the beamlets have the same II

_ (x) 1 + ax density as the beam before the slits, kp is unchanged by
¯collimation. On the other hand, the beta function of eachYx

ex fix " beamlet is much smaller than that of the beam before colli-
selve a secondary purpose which is of cen- mation, fix ~-- o’s~o-x, ~ (d/x/~)/O’x,, and for the beam- n
nc~, in the discussion of beams emitted from lets the ratio Rb = 2k2 fix2 b can therefore be made much
Lod~. guns since these beams are space-charge less than unity. ’
or ~dmost all relevant energies and beam sizes. There are many further technical and physical con- III
of space-charge dominated flow is quantified siderations which must be taken into account in order IItg l he space charge and emittance terms in the to arrive at an optimized design for a slit-based phase
nw lope equation for an ultrarelativistic beam space measurement system. Since the main point of this
= :,/c --~ 1) in a drift space [12] article is the overall effect of space charge on the results !
°" H = e2 _ / of emittance measurements, these ancillary concerns are n

y2O’3x + y3Io(o’x + o’y) (10) discussed in the Appendix, which is specific to the multi-
slit system implemented in these experiments. Further,

~al~ beam II
current, I0 = ec/re is the charac- more general material on the optimization of this type

Ue~ = /3yex ~ "ge~ is the normalized rms of instrument is found in the comprehensive review of
of cou ’se, an analogous eqt ation exJ sts for emittance measurement techniques given in Ref. [8].
; th,’, r~ Iio of the second to tl Le first te~ ms on ¯
ide 3f he envelope equatior, and ass aming

IlL QUADRUPOLE SCANNING EMITTANCE |
rx := , ~y -- o’0), we have a measure of the
-ch~ trg : domin~ nc ~ over el :lriv-

MEASUREMENTS

n o fl beam ,~m elope, The quadrupole scanning technique for measuring emit-

R -- 1°"°2 _ 2k z’~2 ....
tance is well known and widely used in the accelerator

o ~ -- pPx ̄ ~tt) physics community [13]. A brief description of the pro-
cess is given here in order to show its limitations when ¯

II

and

where In is the integrated detected intensity of the mth
beamlet.

obtained from the above determined parameters as

and

where in obtaining the moment (x !2) we have assumed
that the beamlet distributions are symmetric about their
centroids. From the second moments, we can construct
the rms emittance

as well as the other rms Twiss parameters [11],

The slits serve a secondary purpose which is of cen-
tral importance in the discussion of beams emitted from
rf photocathode guns since these beams are space-charge
dominated for almost all relevant energies and beam sizes.
The notion of space-charge dominated flow is quantified
by comparing the space charge and emittance terms in the
rms beam envelope equation for an ultrarelativistic beam
(y >> 1, fl = u/c --~ 1) in a drift space [12]

where I is the peal~ beam current, I0 = ec/re is the charac-
teristic current, E,~
emittance, and, of course, an analogous equation exists for
O-y. Now, taking the ratio of the second to the first terms on
the right-hand side of the envelope equation, and assuming
a round beam (O’x = O-y
degree of space-charge dominance over emittance in driv-
ing the evolution of the beam envelope,

In order to illustrate the relationship between the two ef-
fects driving the beam envelope, we have rewritten this

applied to space-charge dominated beams. One can under-
stand the measurement by considering the evolution of the
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beam’s rms Twiss parameters by differentiating Eqs. (9) 
a drift length after a thin focusing lens (of focal length f)

13" a (xx’--2 = -2~x,
Bx

, (x’% + (xx")
ax -- = -Yx , (13)

g’x

r" = 2 (x’x") = 
BX

where we used the fact that there are no external forces
and ignored the space charge force to set x" = 0. Using
Eqs. (13) and applying the thin lens (ax0 becomes ax0 
~xo/f) gives

&(z)= Bxo - 2(cexo + @2)(z 

+ [3x0
(z z0)2. (14)

We notice that the fi function is quadratic in z as ex-
pected. Upon rearranging this equation in terms of 1If
and multiplying it by the emittance, we obtain an equation
for the square of the beam size as a function of the focus-
ing strength of the lens,

0-x2(Z) = [0-20 - 2ax0~x(Z - zo) 7xo(z - z0)2]
+ 20-~___~0 [ ~xo (z - z0)2 - (z - z0)]

f k/3x0

0-x~
0

+ -~ (z - Z0)2. (15)

If we then identify the coefficients of (1)i with the letters
mi, the emittance can be extracted as

J

2

I

ml
~xZ(Z - ZO)4 = mom2 -~ (16)

With this analysis in mind, the emittance can be obtained
by measuring the beam size at a given drift length (La)

I after a quadrupole magnet, scanning through a range of
focusing strengths. The same result could have been de-
rived by solving the envelope equation for a drifting beam

i without space charge:
2

//= ~_..~x (17)O’x 0. 3 ¯

I It is important to stress here that the quad scan formal-
ism is based on rms quantities. That is, Eq. (15) holds
(without space charge) for arbitrary, evolving beam distri-
butions provided that we are measuring the rms value ofI the beam size. When the effect ofconsidering spacecharge
in the remainder of this paper, we are looking for gross dif-
ferences in the rms beam size. This point is seen also in

I the envelope equations including space charge. In these
equations the space-charge term is derived assuming lin-
ear self-fields, but extends to other distributions in the rms
sense using the concept of equivalent beams [14,15]. This

|

I

work expands on that of Ref. [9], which points out that the
assumption oLa Gaussian transverse profile and measure-
ment of full width at half maximum (FWHM) spot sizes
is incorrect for nonthermalized, photoinjector beams. For
these reasons, all experimental spot sizes quoted in this
paper are determined using rms measurements of the dis-
tribution, thus avoiding potential problems Gaussian fitting
and FWHM-based analyses of the data.

We can now examine how a quadrupole scan behaves in
the other extreme, namely the one where we assume the
beam has space charge but no emittance. In that case, the
envelope equations in x and y become

III

o’, 7310(o. + o-y),
(18)

I

7310(O’y + o-x)"

no exact solution, but we may

II :
O’y

These equations have
do an approximate analysis by making the assumption
0-x "1"- 0-y ~ const. This approximation is acceptable
while kpLa < 1. In that case we get, through a change of
variables (~; = O’x + O-y, A = O’x -- O-y),

E"
21

p2 £-- --~ 2k i ~ const,
73102 . (19)

A" ~ 0.

This set of equations is easily solvable and we find

2 2
~f = ~¢i ’’[- ~-~Z + kp~iZ ,

(20)

AI = alz.
Using O’x = ½(N + A), and assuming an initially axisym-
metric beam (O’x.i = O’y,i), allows a solution of the x en-
velope equation,

, O-x,i’~ 2 2
0-x,f = O’x,i + x,i

-’~ JZ + kpz 0-x,i" (21)

We see from this that the rms beam size is linear with the
focusing strength of the lens, and so the square is quadratic
in 1/f, just as in the case where space charge is ignored.
If one attempts to compute the emittance using the coef-
ficients of powers of 1/f, as in the emittance dominated
case, the result is zero. This is understandable in the sense
that one would expect the beam size to remain linear with
1/f all the way down to zero thickness for a beam with no
emittance.

For the measurements described below, neither of these
limiting cases is applicable as both the emittance and space
charge terms are important in the evolution of the rms beam
sizel What we have shown here, however, is that one can
expect the qualitative outcome of the quadrupole scan to
be the same in either regime. In particular, it is notable
that, even in the case of space-charge dominated beam dy-
namics, the algorithm used to extract the emittance from a
quadrupole scan [based on Eq. (16)] gives a well-behaved
result, and there is no a priori reason that data from these
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scans would be rejected as unphysical. The experimen-
tal data shown below demonstrate quad scans that indeed
yield good fits to Eq. (16), but which have systematic er-
rors in the resulting calculated emittance. The basis for
these errors, which is dependent on the interplay between
space charge and emittance forcing of the beam envelope,
is discussed below, in the context of the experimental data
and modeling.

IV. EXPERIMENTAL SETUP AND PROCEDURE

The quadrupole scan and multislit-based emittance mea-
surement techniques were compared using the Thomson
scattering photoinjector at Lawrence Livermore National
Laboratory. The beam line configuration used for these
measurements is shown in Fig. 3. The accelerator in this
setup was a 1.6 cell, S band, BNL-SLAC-UCLA-LLNL rf
photocathode gun [16]. The gun produced a 5 MeV beam
whose charge, transverse, and longitudinal spot sizes var-
ied as given in Table I and described below. An emit-
tance compensating solenoid after the gun was used to
control the rf defocusing at the gun exit and allowed us
to select a reasonable beam size at the emittance slits and
quadrupole. The magnetic field at the cathode was nulled
with an identical bucking solenoid placed upstream of the
cathode. The charge was measured using an integrating
current transformer. The laser injection phase was mon-
itored during the experiments by mixing the low level rf
derived from the laser oscillator with that from a probe in
the gun full cell. Long time scale drifts in the rf phase
were corrected for all measurements with a manual phase
shifter.

A Ti:sapphire-based laser system was used to produce
the UV pulses necessary for photoelectron emission in the
gun. As the injector is intended for integration with an
rf linear accelerator (linac) and a multi-Joule short-pulse
laser system [17,18], the beam produced by the photo-
injector must be synchronized with the high power laser
pulses. The photoinjector laser system (PLS) is seeded 
stretched pulses from the Falcon laser system so that the
linac can be synchronized to the Falcon master oscillator.
The seed light is introduced into the regenerative amplifier

TABLE 1. Electron beam parameter range used for emittance
measurements.

Parameter Range

Electron beam charge 50-300 pC
rms laser spot size 0.5-2 mm
rms laser pulse length 2.5-6 psec

(regen) of the photoinjector system via single-mode,
polarization-preserving fiber that runs from the Falcon
stretcher output to the basement laboratory containing the
PLS. The timing for the Falcon, linac, and PLS derive
from the Falcon master oscillator. In addition to the light
pulse, timing signals from the Falcon timing rack are
sent to the PLS to trigger the yttrium-aluminum-garnet
(YAG) pump laser and regenerative amplifier Q switch.
The PLS consists of a fiber-seeded regenerative amplifier,
a multipass power amplifier, a pulse compressor, and
frequency conversion crystals for frequency tripling the
800 nm laser pulse. The two laser amplifiers, regen and
multipass, are pumped by a single, frequency-doubled,
Q switched YAG laser that puts out 300 mJ of 532 nm
light in an 8 nsec pulse. The output beam of the multipass
amplifier is expanded and sent to the grating compressor.

We measured the pulse width at the output of the grating
compressor using a single-shot autocorrelator. The desired
pulse length of the UV pulse is a few psec, which can be
obtained by varying the distance between the gratings in
the compressor. We attempted to directly measure pulse
width vs grating separation but found that the autocorrela-
tor gives good results for only pulses ~ 1 psec or less. Con-
sequently, we estimate the pulse width for AT > 1 psec
using various techniques. For pulse lengths <1 psec the
autocorrelator appears to give accurate results. The short-
est pulse we measured was 150 fsec, which corresponds to
a time-bandwidth-limited pulse.

By varying the difference in grating separation from the
minimum pulse length position Ab between the gratings in
the pulse compressor we can continuously adjust the pulse
length in the IR from 184 psec to 150 fsec. This variation

creen~2S~
Slits

FIG. 3. (Color) Schematic of the LLNL Thomson scattering beam line used in the emittance measurements.
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was used to change the beam intensity as it was launched at
the photocathode, thus also varying the plasma frequency
of the beam. Three separate methods of modeling the com-
pressor all give the same result, which is that the grating
separation tuning AT/Ab ~ 0.2 psec/mm, at lw. The
3w intensity is proportional to the lw intensity cubed,
and, as a result, a Gaussian-shaped pulse narrows up in
time, i.e.,

ATI,o
AT3~,- x/5 (22)

Based on this calculation, we expect the pulse width of
the 3 o~ light to be given by

AT3o, = (0.11 psec/mm) × Ab (mm). 

For the multislit-based emittance measurements we
chose, based on the arguments given above and in the
Appendix, a set of stainless steel collimating slits with a
50/,m slit width, 0.75 mm separation, and 5 mm depth.
The drift length from the slits to the measurement screen
was approximately 50 cm. For a beam size of 1-2 mm
on the slits and at 5 MeV, this allowed us to measure a
maximum normalized emittance of 12 mmmrad using the
slits. The slits were mounted on an insertable, rotatable
actuator powered by stepper motors. This allowed us
to align the slits to the beam, insuring the proper angle
for maximum acceptance of the slits. A 0.5 mm thick
YAG:Ce crystal was used as the intercepting screen for
both types of measurements. The beam images produced
at the crystal were captured by a video camera and
digitized by a computer controlled frame grabber. Once
captured, the beam images were analyzed on-line in the
case of the multislit measurements, and saved for latter
analysis in the case of the quadrupole scan.

Given the apparatus described above, the experimental
procedure was to set the compressor gratings to a given
separation distance and measure the dimensions of the
laser and electron beams as well as the charge and in-
jection phase. This was important because it allowed us
to calculate the plasma frequency of the beam in order
to compare our measurements with simulation and ana-
lytical models. Once these parameters were known, the
beam emittance was measured using both the multislit and
the quad scanning techniques. Table I lists the range in
beam parameters over which the emittance measurements
were done.

V. EXPERIMENTAL RESULTS

The quad scan and multislit measurements were per-
formed for seven different electron beam pulse lengths.
Figure 4 shows one image of a beam horizontally focused
by the quadrupole. The horizontal rms size of the beam
is 140/xm. The figure also shows a representative re-
sult of one of the quadrupole scans. Figure 5 shows the

i
Y = MO + MI*x ÷ ... M8*Xa + M9*x~ ]

N
..... , . MO I 8.3828 II

\ - i/ ..........................~1 ..............................c~-U
0.8 \ /I R I 0.9894 I1

\O.6

:Z/
~1: ~ 0.4

0.2 (

0 i i i i I i i r t I ~l I i I i i i i
1.5 2 2.5 3 3.5

t/fll/ml

FIG. 4. (Color) (a) False color image of a beam image 
in a quadrupole scan. (b) Result of one quad scan. The
normalized horizontal emittance found from the curve fit is
9.6 --- 1.1 mmmrad.

data found using the slits for the same grating separation
as used in Fig. 4. The emittance calculated via the quad
scan measurement is higher than with the emittance slits.
This pattern was repeated in all of the measurements we
performed.

As we argued above, we expect the result of a
quadrupole scan to depend not only on the emittance but
also the strength of the space-charge defocusing forces
encountered by the beam through the drift region. For this
reason we plot in Fig. 6 the results of the measurements
as a function of the plasma wave number of the beam
at the quadrupole multiplied by the drift length between
the quadrupole and the screen. The plasma wave number
is determined through simulation, using the measured
properties of the laser and the total charge launched, as
discussed further in the following section [5]. For this
range of beam parameters, the quad scan gives consis-
tently higher values for the emittance than the multislit
measurement.
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FIG. 51 (Color) (a) False color image of beam passing
through the collimating slits. (b) Intensity graph found 
summing the vertical pixel values at a given horizontal position.
The normalized horizontal emittance calculated from this plot
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FIG. 6. (Color) Plot comparing the different ernittance measure-
ment techniques for varying beam intensities. The strength of
the space-charge forces is parameterized in the scan by the prod-
uct of the drift length between the quadmpole and detector and
the plasma wave number at the quad.

VI. ANALYSIS

IThe recordilig of laser spot size, length, and energy for
each set of emittance measurements allowed us to accu-
rately simulate the acceleration and focusing of the beam ¯
through the 1.625 cell gun. These simulations were done Iusing P~Cmi~a [19], a multiparticle code which includes
collective (space-charge) forces. In these simulations, 
beam derived from injection of a Gaussian longitudinal I
and transverse laser pulse shape was used. The purpose I
of these simulations was both to get a base line expec-
tation value for the emittance of the beam and to find ¯
the spatial dimensions of the beam at the position of the Iquadrupole. The results of the PARM~LA simulations are
shown in Fig. 7. We see from the figure that the emittance
predicted by PARlV~LA is generally slightly lower than that I
of the multislit measurements, but follows the same trend
from measurement to measurement. This indicates that the
small variation in the multislit emittance values at differ- ¯
ent beam densities is due, at least in part, to changes in the Iemittance compensation process caused by different beam
densities at the cathode, as could be expected.

Ill
At this point we simulated the quadrupole scan proce- ¯

dure with space charge included in the simulation. This
was done in three different ways. The first was to use the
PARMZLA beam distributions from the previous simulations -If
at the position of the quadrupole and iteratively simulate I
their propagation in the drift region between the quad and
the measurement screen for different quad strengths. In
these PARMELA runs, we changed the space-charge routine I
to a point-to-point Coulomb method, which is much less
accurate than the standard radial mesh algorithm, but was

is 6.9 ___ 0.7 mm mrad. needed to model the beam when it becomes highly asym- ¯
metric after quad focusing. In order to avoid the noise I
inherent in the point-to-point calculations, we also em-
ployed HOMDYN, which is an envelope code that has been
successfully benchmarked against multiparticle codes [20]. I

a0 Finally, we also simulated the quad scans by numerically I, ......, .... ......... .... ....
F :.i .-.. ; li-t -Era iita’n’ee .... I ¯

I
I

I15 .... , .... , .... ~ .... , .... , .... , ....

I -- ¯ - Quad Scan Emittance I
.-T--- " ,’1 ,--O--S,itEmittanco I

I
~

/1

i ’! __
-,:, .- .- ..~ -:.:.....,i,.....i.- ..... I5 ,: ......::.:: :, .......:i

0 .... i .... i .... i .... i .... I i i , , i ....

0.65 0.7 0.75 0.8 0.85 0.9 0.95

kp L

FIG. 7. (Color) PARMELA simulations of the emittance at the
quadrupole and the measured emittance using both measurement
methods¯
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integrating the 2D rms envelope equations for the beam
including space charge,

2 I
I! ~ I?’........_~._n

0-x 720.3 + y3io(0.x + o’y)’

2 III ~ ~’.____~_~0-y 9/20-3 + ~310(0-x + 0.y)"

(24)

In the case of both the HOMDYN and envelope equation
simulations, the emittances en [cf. Eq. (24)] were taken
to be that measured by the slits, the initial beam sizes were
taken from PARMELA, and the beam currents taken from
measurement data. In all three cases the simulations gave
similar results, and the less noisy (but still three dimen-
sional, and sensitive to differential slice dynamics [4,5])
rtOMDYN results are shown in Fig. 8. In order to avoid con-
fusion about the meaning of the emittance term in Eq. (24),
we specify at this point that the symbol en will indicate the
normalized thermal ernittance. The thermal component
to a full measured emittance is due to uncorrelated mo-
tion, as opposed to the apparent emittance observed from
residual correlations between longitudinal and transverse
phase space in poorly compensated beams. Thus we are
assuming in the integration of Eq. (23) that the measured
multislit emittance is roughly equal to the so-called slice
emittance. This point is physically meaningful, as an emit-
tance which was entirely based on longitudinal-transverse
phase space correlations, with vanishing slice emittance,
would not give rise to effects we have observed.

As we see from Fig. 8, the emittances derived from the
simulated quad scans are indeed higher than the actual
emittances used in the simulations, as expected. In ad-
dition, they agree reasonably well with the results of the
quad scan measurements.

The parameter kpLd was chosen to plot against the emit-
tance results because it describes the degree to which the
plasma nature of the beam influences its motion in the ex-
periments. In cases where the beam evolves in a purely
space-charge dominated way (such as the emittance corn-

i
- -0- - Slit Emittance I

20 - -&- - Simulated Quad Scan EmittanceI’ ’ ’ ~ ’l’ ’ ’ ~ .... ’ --i -QuadScanEmittance~11 I--.41,--. PARMELA

,5 /! /’-.,
,o ,szT --\

,,, 5 .,...21e..:.< ............... :.:,.:......,

0 .... i .... i .... i .... i .... i .... i ....

0.65 0.7 0.75 0.8 0.86 0.9 0.95kp La

FIG. 8. (Color) Simulation of the quadrupole scan plotted with
the PARMELA simulations and the measured emittance data.

f

pensation process), kvLa/2~r would be the number of
plasma oscillations that the beam undergoes. However,
in the case of the quad scan, the beam’s size at the end
of the drift is also affected by emittance, especially at
points where the beam has gone through a tight waist. In
that case, the relative strength of the emittance and space-
charge terms (R0) in the envelope equation are of interest.
The ratio of these forcing terms can be characterized by the
beta function times the plasma wave number, and Eq. (11)

p====-

shows that kp/3 = ¢~. In Fig. 9 we plot the path of the
experimental data in the plane defined by kp/3 and kpLa.
The background of the plane is a contour plot of simu-
lated quad scan emittances using the envelope integration
model, with a constant thermal emittance for each point in
the plane. We see from the figure that some data points
that happen to be close together in kpLa have significantly
different values of kp/3. This effect explains in part the
drastic difference in emittance between close data points
in Fig. 8. Note also that the lower right-hand corner of the
graph has values of emittance that are lower than the value
that was used to integrate the envelope equations. This
point will be discussed further below.

It is instructive at this point to look again at the quad
scan procedure to see why the data shows and simulations
predict erroneous numbers for the emittance. In particular,
we can see both in the data and in simulations that there is
an asymmetry in the curves about their minima. In Fig. 10
the quad scan data from Fig. 4 is replotted, and the data
points on either side of the minimum are fitted to different
curves. We see from the figure that the points before the
minimum spot size follow a path with less curvature than
the points occurring after the focus. The second part of
the figure shows this effect more dramatically. In that case
the plot points come from a simulation of a quad scan
assuming conditions similar to the experiment, but with
a higher beam current of several hundred amps.

0.6 0.8 1

FIG. 9. (Color) Contour plot of the simulated quad scan emit-
tance over a range of both kpLa and kpfl. The white plot
points locate the positions of the experimental data. The normal-
ized emittance used as input to the simulations was 5 mmmrad,
while the output emittance values range from 4 (deep blue) 
12 mmmrad (red).
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FIG. 10. (Color) (a) Quad scan data as shown in Fig. 4(b). 
we apply different fits to the data before and after the focus.
(b) Simulation of a quad scan with an extremely space-charge
dominated beam. Again, we show the two fits on either side
of the beam waist to illustrate the asymmetry in the simulation
points.

This asymmetry in the data about the minimum spot size
is a manifestation of the fact that the evolution of the beam
through the drift is very different for data points on oppo-
site sides of the minimum. For points on the right-hand
side of the curve (weaker focusing) the beam size is de-
flected appreciably only by space charge. For points in
the curve at and to the left of the waist (stronger focusing)
there occurred at some position a thermal emittance domi-
nated beam waist. In the region of that waist, the emittance
force "turns on" and applies an extra kick to the beam size
that deflects it away from the path it would take due only to
space charge. The stronger the quadrupole focuses (larger
I/f), the stronger this thermal emittance kick will be and
the further upstream of the measurement screen it occurs.
Figure 11 illustrates this behavior, by showing the results
of a simulation with and without the emittance term in-
cluded in the envelope equations. We see here that for
points on the left-hand side of the minimum, the simula-
tions with and without emittance agree very well, indicat-
ing that the integrated motion of the beam is indeed purely
dominated by space charge. However, the points at and
after the minimum diverge rapidly from the path that the

2.5 .... i .... i .... i .... , ....

I ¯ Emittance Included
o I

2
m~[

~ 1.5

~ N

0-I l
0 , , , i , , i

2 3 4 5 6 7
1/f [l/m]

FIG. 11. (Color) Simulations of a quad scan with and without
emittance. The solid line represents a simulation without the
emittance forces, while the data points show a simulation of the
full envelope equations.

simulation with space charge alone predicts even though
the beam is space-charge dominated over most, but not all,
of its trajectory.

It is interesting to note that both a purely thermal emit-
tance dominated and a purely space-charge dominated scan
would produce a (O-x2, 1/f) curve which is symmetric about
the minimum O’x. The asymmetry observed in the mostly
space-charge dominated quadrupole scan is a result of both
space-charge and thermal emittance effects asserting them-
selves in the measurement.

Given this problem, in which points on one side of the
curve are space-charge dominated, while on the other side
they are affected by emittance, it is certainly no surprise
that the emittance computed from these curves is not cor-
rect. In addition, the asymmetry of the curve introduces a
problem in the consistency of the result. That is, since the
computation of the emittance requires us to fit a parabola
to a curve that is of higher order, the fit parameters will
depend on the portion of the curve used for the fit. To il-
lustrate this point, consider a single quad scan simulation
as shown in Fig. 12(a). The range of focal lengths weuse
for the fit is in principle arbitrary; however, it is reason-
able to impose the conditions that the simulation points are
equally spaced in 1/f and that the end points give the same
beam size, which is about 1 ram. These are the conditions
we used for simulations in this paper. We can see how the
computed emittance varies when we change the start and
stop point of the fit. Figure 12(b) shows the emittances
calculated from the simulation data of Fig. 12(a) with the
horizontal and vertical axes representing the starting and
stopping points of the fit, respectively.

There are two noteworthy features in Fig. 12(b). The
first is that it shows both regions above and below the in-
put value of the emittance. In fact, the violet regions in the
upper half of the plot represent points where the computed
emittance is imaginary [this happens if the right-hand side
as determined from the scan parameters of Eq. (16) 
negative]. The other point is that the upper left corner of
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FIG. 12. (Color) (a) Quad scan simulation used to perform 
fitting in (b). The emittance used in the simulation is 4 mm mrad.
(b) Contour plot of the emittance calculated by fitting the data 
(a). The portion of the graph below the diagonal is unused (this
half would be the mirror image of the upper half.) Here, red
represents an emittance of 10 mmmrad and violet is imaginary
(the square of the derived emittance is negative).

the graph is the region where the gradient in emittance val-
ues is the steepest. This is also the region that we initially
assumed to be the most reasonable. The lower left-hand
comer of the plot seems to be a stable region, but it is not
an accurate solution. Points in this corner fit only the first
part of the curve, and that part gives only information about
space charge, as shown in Fig. 11. This strict dependence
of the computed emittance on the range of fit points is
another factor that may help to explain the inconsistency
in the quad scan measurements. This effect was not con-
sidered at the time the measurements were performed, and
for the majority of them slightly more data points were
taken before the minimum of the curve than after.

VII. CONCLUSIONS

Two different emittance measurement techniques were
discussed in this paper: the multislit-based measurement
and the quadrupole scan. For the highly space-charge
dominated beams of interest here, we reviewed how the slit
collimation of the beam into beamlets reduces the quantity
kp fl sufficiently to allow the beamlets to expand under the
influence of emittance and not space charge. In the ex-

periment preformed at the Thomson source photoinjector
at LLNL, we found that the emittances measured with the
multislit system were reasonably independent of the beam
intensity, and agreed well with the PARMELA simulations.

In contrast, we found that the quadrupole scanning pro-
cedure was ill-suited to measuring the emittance of these
beams. In addition to the issues associated with multishot
measurements in systems with notable shot-to-shot charge
fluctuations, the fundamental problem with the quadrupole
scan is that the beam evolves under the influence of both
space-charge and emittance effects. In the Livermore ex-
periments we found that the emittance measured with the
quad scan was consistently higher than the multislit mea-
surements and PARMELA predictions. In addition, simu-
lations of the quad scan for the beam parameters of the
measurements also show higher values for the emittance,
and reproduce the systematic dependence of the measured
emittance on the quantity kpLd.

Simulations show that when kpLd is of the order of
unity or greater, space-charge forces are large enough to
significantly alter the evolution of the beam in the drift
region of the scan. Further,. when the quantity kpfl is
larger than unity (indicating the degree to which the space-
charge forces are dominant over the emittance effects), the
quadrupole measurement of the emittance will have no-
table errors. For kpfl >> 1, the emittance measurement is
no longer valid at all, but is really only a measure of the
intricate interplay between the space-charge and emittance
effects during the focused trajectory. Thus the conditions
kpLd > 1 and kpfl > 1 are theoretical tools f or determin-
ing the range of parameters over which the validity of the
quadrupole scan is no longer guaranteed. Perhaps an even
more useful method that can test for possible problems in a
quadrupole scan is the examination of the scan data itself.
When the (0"2, 1/f) curve is no longer symmetric in 1/f

about the minimum in 0.2, this is a clear signature that the
combined space-charge/emittance dominated beam evolu-
tion produces an unreliable emittance measurement. It is
both inaccurate and imprecise, as the exact value of the
emittance derived from the (0.2, l/f) curve depends on the
number of points on either side of the minimum that are
used in the fit.

It may be noted that, as experimental progress is made in
lowering the beam emittance obtained from rf photoinjec-
tots, the problems noted here with quadrupole scans will
be exacerbated. In recognition of such difficulties, most
laboratories use slit-based measurements for low energy
(<10 MeV) emittance diagnosis. The present results im-
ply that quadrupole scans may be problematic at energies
much higher than 10 MeV.
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APPENDIX

We survey in this Appendix a series of design consider-
ations which impact the choice of slit parameters one de-
ploys in the phase space measurement system, and which
dictate the resolution of the device. Many of the issues
discussed here are also examined in Ref. [8], but since
Lejeune and Aubert do not analyze the slit array in par-
ticular, a review of the technical considerations one needs
to implement the slit-based system is given here. We be-
gin by examining those parameters that have to do with the
angular acceptance of the slits. The depth of the material
used to intercept the beam is dictated by our desire to ei-
ther stop the beam or scatter it sufficiently so that it does
not affect the measurement of the nonintercepted beamlets.
The stopping distance of the beam is approximately

E E (MeV)
(A1)Ls = ~ ~ 1.5 (MeVcm2g-1)p (gcm-3)

dx

for an initially minimum ionizing particle. It is straightfor-
ward to stop a 5 MeV beam, such as is encountered in this
paper, but with an energy much above 10 MeV, the length
of the slits for total stopping may become impractical. In
order to deal with this we rely on multiple scattering ef-
fects in the slit material. The beam scatters off of nuclei
as it slows down from ionization losses, and the final rms
angle associated with the beam after propagating a distance
L in the stopping material is approximately

21
0so = E (MeV)

21

E (MeV)

1)
(A2)

where Lr is the radiation length in the material, and we
assumed the stopping distance is much larger than the ma-
terial thickness. In order to reduce the background signal
from scattered (but not stopped) electrons, it is useful 
conservatively require a multiple scattering angle in excess
of 0.5, or approximately,

L, .~ Zr(E (MeV) 2

42 ,/ .
(A3)

Once the slit depth L has been chosen, one can examine
the angular acceptance of the slits. The first step is to
specify an rms beam angle associated with the finite beam
emittance which, assuming we place the slits at a waist, is

~b- en (A4)
To’0

The assumption of a beam waist is invariably a good ap-
proximation, as one must be careful not to introduce a large
correlated beam angle in order to make sure that all off-
sets x in the beam pass the slit aperture well. Thus we are
left to consider the uncorrelated angles given by Eq. (A4),

which must be chosen to be less than one-fourth the angu-
lar aperture of the slits, ~b < d/4L, and preferably even
smaller.

The slit separation w is chosen to be much larger than
the slit width d and smaller than the beam size to ensure
that we can resolve the beam. In our case, the slit width is
taken to be 0.75 mm. This width must also be consistent
with not allowing the beamlets to overlap at the detection
plane, a condition that depends on the distance of the drift
to the screen Ld. The ratio to the beamlet widths to their
separation, which should be smaller than unity, is

Rws = 2 rdqb, (A5)
w

while the ratio of the beamlet rms size at the phosphor to
its size at the slit, which should be larger than 1 to achieve
resolution of the uncorrelated angular spread in the beam,
is

d (A6)

Since one of these ratios should be small and the other large
compared to unity, if we set their geometric average equal
to unity (R~pRws = 1), we can optimize the drift length
to be

Ld -~ 3a/42~b, (A7)

which for the example parameters given above yields La -~
50 cm. This optimum is of course quite broad, so one is
free to choose a more convenient value if one desires to
measure larger or smaller emittances, as discussed below.

Once the drift length is specified, there is another cri-
terion which should be examined for the diagnostic to
give unambiguous results: the contribution to the mea-
sured emittance from the residual space-charge forces be-
tween beamlets is smaller than that due to the true uncorre-
lated angular distribution at the slits. Again assuming the
slits are at a waist (this gives the highest estimate of the
space-charge effect), we have

21 dLd
(A8)

Rtb -- y2i ° W~n"

Again, this quantity must be much smaller than 1. For our
present design it is about 0.25, but it should be noted that
for Hartman’s measurements it was in fact greater than 1.

The subject of slit scattering is a bit complicated, but a
detailed calculation using E~S [21] is not necessary if esti-
mates that the signal-to-noise due to slit scatter is not of the
order of 100 or less. Theoretical guidelines in this calcula-
tion have been developed by Courant [22] and Burge and
Smith [23]. Modifying Courant’s criterion for energy dis-
crimination, we pick the effective depth of the maximum
of the relevant slit scattered flux to occur when the mul-
tiple scattering angle is equal to the acceptance half-angle
of the slits,
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(A9)

and the increase in effective slit width is given by

r3/2 ,2 telfdeff = ~ Wc ’ (A10)

where

2_ A( )2Wc Z2~NAp ~e2 ln(181za/3)-1, (All)

and NA is Avogadro’s number. The minimum signal-to-
noise for the detected beam intensity at the phosphor is
therefore

S 34~dwc
-- -- (A12)
N ’~-~ 13/2 "

Z~aeffteff

For most cases of interest, Eq. (A12) gives a value much
in excess of unity. It should be noted, however, that a
misalignment of the slits can generate anomalously large
slit scattering effects, and thus care must be taken to avoid
this situation.

Once the general layout of the slit system is specified
by the above-listed optimization, one may examine the
resolvable emittances in the measurement device. The
maximum emittance one may measure is obtained in the
situation where the angular aperture of the slits is entirely
filled (assuming that the requirement of the ratio Rsp < 1
is satisfied), so that

-)/o-0 
~n,max =X/IZL’rT-~ "s" (A13)

Note that this maximum emittance is proportional to the
beam size, and thus the total number of slits in the mask
Ns. On the other hand, the minimum emittance which can
be resolved is given by

yo-0d
t3n,min- "f’~Ls" (A14)

As a practical matter, it should be noted that great care
needs to be taken in the machining specifications for the
slits, to ensure that they are fiat over the entire surface par-
allel to the beam propagation. This is accomplished in the
p̄resent experiments by electron discharge machining. The
slits are mounted on a precision insertable-rotatable (2000

steps per rotation) actuator which is driven by a stepping
motor. This level of precision is needed to eliminate un-
wanted angles between the beam centroid propagation and
the slit normal directions.
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ABSTRACT
The use of ultra fast laser pulses to generate very high brightness, ultra short (fs to ps) pulses of x-rays is a topic

of great interest to the x-ray user community. In principle, femtosecond-scale pump-probe experiments can be used
to temporally resolve structural dynamics of materials on the time scale of atomic motion. The development of
sub-ps x-ray pulses will make possible a wide range of materials and plasma physics studies with unprecedented
time resolution. A current project at LLNL will provide such a novel x-ray source based on Thomson scattering of
high power, short laser pulses with a high peak brightness, relativistic electron bunch. The system is based on a
5 mm-mrad normalized emittance photoinjector, a 100 MeV electron RF linac, and a 300 mJ, 35 fs solid-state laser
system. The Thomson x-ray source produces ultra fast pulses with x-ray energies capable of probing into high-Z
metals, and a high flux per pulse enabling single shot experiments. The system will also operate at a high repetition
rate (- 10 Hz).

INTRODUCTION
The use of ultra fast laser pulses to generate very high brightness, ultra short (10"14 to 1012 s) pulses of x-rays is

a topic of great interest to the x-ray user community. In principle, femtosecond-scale pump-probe experiments can
be used to temporally resolve structural dynamics of materials on the time scale of atomic motion. The development
of sub-ps x-ray pulses will make possible a wide range of materials and plasma physics studies with unprecedented
time resolution. The goal of this work is to develop such a novel x-ray source that will exhibit some very important
features:

¯ Ultra fast pulses for probing dynamics on the time scale of atomic motion
¯ Hard x-rays capable of probing into high-Z metals
¯ High x-ray flux per pulse enabling single shot experiments
¯ Widely tunable x-ray wavelength

Bragg and Laue diffraction provide detailed information about the long-range order of a material. Short pulse
length and high single-shot flux will allow these techniques to be applied on the time scale of phase transitions, or
melt driven by fast heating or compression. In addition, information on the short-range order in a material (such as
nearest neighbor distances and coordination numbers) may be obtained using extended x-ray absorption fine

structure (EXAFS) spectroscopy 1. The concept is illustrated in Figure 
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Figure 1: Schematic of a laser-x-ray pump-probe
experiments.
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laser excited materials have been pursued in recent years using time-
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resolved x-ray detectors at synchrotron sources and with laser-plasma x-ray sources in pump-probe experiments.
Third generation synchrotrons have been critical sources for x-ray studies in materials, but they have a major
limitation: although they probe structure on the atomic length scale, their time resolution (- 100 ps) is not well-

mmatched to the natural dynamics of elemental processes in solids, such as the time scale for atomic motion (-10-50
fs). Laser melting in semiconductors may involve excitation, electron-phonon coupling, melt front motion and m

shock waves, all with < 30 ps relevant timescales. Notable recent successes have included the measurement of the
m

internalstrainprofilein InSbfollowing laser heating2, using Bragg scattering to detect the 1-D compression of a
mcrystal following laser irradiation. The experiments accumulated data averaged over a very large number of shots

and could effectively utilize the x-ray flux available from synchrotron sources. However, the time resolution of
these experiments was limited to greater than a few picoseconds.

¯
Rose-Petruck, et. al. 3 recently characterized the propagation of femtosecond laser driven coherent phonons in a U

GaAs crystal using synchronized, laser plasma produced K-alpha radiation and later used a Ks source to time
resolve dynamics in laser heated thin Ge layers4 where they observed melting. Rischel et al. 5 used a similar

ntechnique to time resolve dynamics in an organic Langrnuir-Blodgett film heated by a femtosecond laser. These
studies were limited to time resolution of 1 to 100 ps and were, like the synchrotron experiments, limited to
repetitively pulsed data collection.

The time resolved Bragg diffraction technique has been successfully applied on large-scale lasers with shock
m

pressures of> 1 Mbar. Wark et al. 6 performed some of the first, groundbreaking diffraction experiments on the
Janus laser about ten years ago. More recently Remington and Kalantar et al.7 have applied this technique to
experiments on the Nova laser at LLNL. ¯

We have undertaken the development of an x-ray source based on laser scattering off a relativistic electron |bunch. This Thomson scattering approach offers the potential to produce x-rays in a unique regime. A temporally
compressed laser pulse is focused onto a short relativistic electron pulse as shown in Figure 2 below.
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Figure 2 Scattering geometry
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DESIGN AND PERFORMANCE
Ultra fast x-ray pulses are generated by scattering a high power, ultra fast, 800 nm laser pulse from a beam

bunch of relativistic electrons at the LLNL 100 MeV electron Linac. Beam characteristics in several operational
modes are summarized in Table 1 below. The scattered laser photons are relativistically up shifted in frequency into
the hard x-ray range, and are emitted in a narrow cone about the electron beam direction. Leemans, Schoenlein and
coworkers working at the LBNL Advanced Light Source injector Linac have previously demonstrated generation of-

sub-ps pulses of hard x-rays by Thomson scattering in 19968, 9. They were able to achieve an x-ray beam flux of
-10~ photons in a -300 fs pulse, at -30 keV. However, the limited x-ray flux available in that first demonstration
required the averaging of several thousand shots at each pump-delay time point. The LLNL Thomson source
presently under development is expected to achieve an x-ray beam flux some four to five orders of magnitude larger,
enabling the accumulation of sufficient data for a high quality Bragg diffraction spectrum on each shot.

As viewed in the frame of the moving electrons, the incident laser pulse train appears as an electromagnetic
undulator of wavelength ~=~.L/7(1--COSW), where y=E/moc2 and W is the incident angle between electron and laser
beams as shown in Figure 2. The electrons radiate photons, which are up shifted back into the laboratory frame by a
second factor of 27. The x-ray wavelength is therefore related to the initial laser wavelength by
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where EL is the laser wavelength. In the laboratory frame, the up shifted x-rays are confined to a narrow cone with
opening angle ~1/7, and their energy varies with observation angle in the laboratory due to the kinematics of the
Lorentz transformation. The laboratory x-ray energy (for scattering of the fundamental) is:

Ex=EL2¢(1-cosW)/(1 + ¢02 + 2)
where EL is the laser photon energy. Here, ao is the usual normalized vector potential of the laser field, which is
analogous to the K parameter of a static field undulator. For our parameters, the x-ray energy should be tunable
over a range from 10 to 200 keV in the laboratory depending on the incident angle u? and initial electron beam
energy. The number of x-ray photons produced is proportional to the strength of the effective optical undulator
field (for ao<l) and the number of optical cycles (No), 

Nx=(rc/3){X~NoNeao2

where o~f is the free structure constant and Ne is the number of electrons in the beam bunch.
Incom arison s ¯ 8 9p to the 10 x-rays per pulse observed by Leemans & Shchoenhen , , we expect to produce up to

l0s to ¯x-ray photons in a -100 fs pulse, and up to 10 x-rays m a 1-10 ps pulse, by scattering the laser respectively
either across the electron beam (W= 90°) which minimizes the temporal overlap, or in a head-on (u~= 180°) geometry,
which maximizes the interaction of the electrons and photons. To achieve the predicted enhancements over the
demonstrated LBNL Thomson yield, we are making two straightforward but critical improvements:

¯ Low emittance electron beam produced from a photoinjector
¯ High power 10 TW Ti:sapphire laser (with planned upgrade to I00 TW)

Predicted beam characteristics are shown in Table 1 below.

Table 1: Predicted Characteristics of the LLNL Thomson Scatter X-ray Source

X-ray flux
X-ray pulse duration

X-ray enerl~y

Bandwidth

Divergence Angle

Peak Spectral Brightness
Electron bunch

Electron energy
Laser pulse#

Laser Intensity

(assuming 100 TW operation

Short-pulse mode
109 photons per pulse

50- 100 fs

10 - 100 keV

< 10%

30 - 10 mrad

1021 (ph/s/mm2/mrad2/0.1% BW

1 nC in 1 ps

30 - 100 MeV

4 J in 35 fs (currently 300 mJ)#

~10TM W/cm2

f Falcon)
Long-pulse mode

10H photons per pulse

<10ps

20 - 200 keV (head-on)
< 10%

30 - 10 mrad

1021 (ph/s/mm2/mrad2/0.1% BW

10 nC in 10 ps

30 - 100 MeV

4 J in 1 ps (currently 300 mJ)
~1018 W/cm2

The LLNL Falcon laser10, 11 currently produces 300 mJ pulses at repetition rate 10 Hz that are 5X more
energetic than the 60 mJ pulses used by the LBNL group, and with their duration as short as 35 fs are nearly three
decades brighter without further improvement. Anticipated laser upgrade to 4 J coupled with increases in electron
bunch charge will extend this advantage to 4-5 decades.

The Falcon laser is a Ti:sapphire laser based on chirped pulse amplification. To date, we have integrated the
Falcon laser with the Linac and made preparations to transport the laser pulses to the electron beam. Initial
characterization of this source using 20 mJ laser pulses and 5 MeV electron bunches from the photoinjector at 10 Hz
successfully demonstrated 0.6 keV x-ray production. This demonstrated the ability to focus the laser and electron
beams to small spots (<10 gm), and to synchronize them (< 10 ps).

The estimated fluxes, summarized in Table 1, were predicted using the treatment of Esarey et al 12 assuming
that the Falcon laser is upgraded to 100 TW operation. We have designed an interaction geometry in which roughly

Falcon laser currently generates 300 m.l pulses, is capable of 600 m J, and a planned upgrade will increase the
pulse energy to 4 J
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one x-ray photon is emitted per electron, and therefore predict 109 to 101~ x-ray photons per pulse, depending on the
bunch charge and the interaction angle. In fact, the estimates in Table 1 are based on a somewhat idealized laser
pulse that is assumed to be uniform (both spatially and temporally) over the laser-electron overlap region. With
appropriate laser pulse shaping, maintaining ao <l while optimizing the laser-electron overlap with, for example, a
moving focus, we should be able to achieve this level of x-ray generation for different interaction geometries. For
example, by injecting the laser pulse at "t.I = 90° to the electron beam direction, we will attempt to achieve x-ray
pulses as short as -100 fs with as many as 109 photons per pulse scattering off of a 1 nC bunch. These parameters
are most relevant to experiments on ultra fast dynamics in solid-state systems, for example the electron-phonon
relaxation process which governs the transfer of energy from x-ray or optical pulses to crystals, or for chemical
reaction studies, in which the bond breaking and formation times are of order -10 fs.

This is a significant improvement over existing 3rd generation light sources where the pulse widths attainable are
usually long, typically greater than 100 ps. For fast dynamics, these pulses are of limited utility. On the other hand,
laser produced x-rays via hot plasma production offer the potential for producing sub-picosecond x-rays. However,
achieving very high peak brightness is difficult through this means. The Thomson scattering source we are
developing at LLNL will yield peak brightness that exceeds those of 3rd generation synchrotrons while delivering x-
ray pulses with pulse width below 1 ps. The comparison is illustrated in Figure 3 below.
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Figure 3." Comparison of the predicted peak brightness of the LLNL Thomson source with current 3ra

generation synchrotrons.

LLNL LINAC ELECTRON INJECTOR
Our design is based on a RF photocathode electron injector as the key element for production of a high peak

current, low emittance, short pulse, well synchronized electron beam. This photoinjector, shown schematically in
Figure 4 below, has been designed, constructed, and characterized.

A pulse of S-band (2.86 GHz) RF input with 7 MW peak power and 3 Its pulse length produces a standing wave
electric field with peak gradient greater than 100 MV/m. It accelerates electrons to 5 MeV over a distance of less
than 10 cm. A laser pulse, split from the Falcon laser oscillator is amplified and frequency tripled before striking a
copper photocathode near the peak RF field to produce the electron injector beam with 1-10 nC of charge per pulse
in a <10 ps pulse length. A strong magnetic field matches the beam envelope into the Linac and preserves the low
transverse emittance inherent in the high-gradient photoemission process.
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Figure 4: Schematic of the photoinjector electron

beam source

Incorporation of the photoinjector into the Linac provides the needed low emittance, high charge electron
bunches, and importantly, facilitates synchronization of these bunches with the compressed laser pulse. This
essential to attaining the performance predicted in Table 1.

ELECTRON PULSE COMPRESSION
At high energy (100 MeV) the minimum focal spot obtainable for the electron beam is emittance dominated for

bunch charge in the nC range. Simulations of the electron beam emittance have been carried out using the
PARMELLA code and results have been used to predict beam performance for the Thomson scattering experiments.
The results predict a low emittance beam that can be focused to a 10 ~tm spot with a convergence angle of 5 mrad.
To accomplish this the required normalized transverse emittance is 10 mm-mrad. This requirement is well within
the measured emittance of the photoinjector for a charge of a few nC. In a strong focusing field, low energy spread
is also important to maintain a short longitudinal width at focus. The photoinjector can produce an energy spread of
a few percent.

The pulse energy will be chirped by a dephased Linac section so that magnetic dispersion can be used to shorten
the pulse. A complementary dephased Linac section removes the energy chirp after compression for maximum
beam peak current. Achieving a very high peak current is most important for the transverse interaction of the Falcon
laser pulse and electron beam. Ultimately, the goal is to place as many monoenergetic, collimated electrons as
possible into the laser focus for the production of up-shifted x-ray photons.

We will install a magnetic chicane electron bunch compression system after TW section 4 of the Linac, as
shown in Figure 5. This will enable shorter, more intense x-ray pulses. We expect to achieve an approximately
ten-fold longitudinal compression of the electron bunches, with a corresponding ten-fold increase in peak current.
This translates into a ten-fold increase in the x-ray flux for the short-pulse, 90° scattering geometry. For the 180°

geometry, the x-ray flux will remain the same (determined by total bunch charge), but the x-ray pulse length will 
reduced from 10 ps to -1 ~s.

Figure 5. Schematic representation of an 80 MeV pulse

compression chicane capable of > 1 kA operation with

subpicosecond electron pulses.
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Hartemarm, et.al. 13 have developed a 3-D model for the beam, its interaction with the laser, and subsequent x-
ray production. It has been used to predict the x-ray beam characteristics in this system and one result is shown in
Figure 6 below. The predicted x-ray output is very intense and relatively narrow in wavelength (- 10%).
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Figure 6. The spectral brightness of the LLNL Thomson source is modeled using the 3D electron/laser

interaction model of Hartemann. Showing the expected beam pattern and the peak spectral brightness.

Integration of the laser and electron beams has been demonstrated and we will soon commission the
photoinjector on the main Linac. Simulations predict a very bright source of x-rays, but that has not yet been
demonstrated.

We propose to extend the experiments previously conducted with low time resolution on large-scale systems to
the LLNL Thomson source. For the experiments proposed, we intend to use some of the energy of the Falcon laser
pulse to drive a shock wave (blast wave). With the Falcon at the 4 J level, we will split off 1 J of energy and focus 
to 1 mm on the sample to be shocked. Simulations using the Hyades hydrodynamics code of the compression and
pressure as a function of time have been conducted for both Si and A1 targets. These simulations indicate that we
should be able to produce shocks of pressure >100 kBar. This is adequate to access the Hugoniot-Elastic Limit
(HEL) in materials like Si (which has an HEL at 54 kBar). Furthermore, this shock-driving beam is a single spatial
mode supergaussian pulse, which will aid in achieving good shock uniformity.

We will perform a simple EXAFS experiment in a mid-Z element such as Ag (K-edge at 26 keV) with a similar,
follow-on experiment in a high Z material such as U (with the L-edge at 21 keV). We will start by conducting static
EXAFS on unexcited materials. This will allow us to ascertain the brightness needed. These measurements will be
followed by simple experiments in which the sample is mildly shocked; to look for shock induced shifts of the
EXAFS features.

S U1VI1VIARY
A high power (10 TW) short pulse (35 fs) laser has been integrated with a 100 MeV electron Linac to provide 

Thomson scattering source of x-rays tunable in wavelength over the range 10-200 keV. By using a photoinjector for
the Linac driven by the same short pulse laser it is possible to provide well synchronized 1-10 nC electron bunches
only 1-2 ps in duration with very low emittance so that very small focal spots may be obtained. When properly
focused the scattered beams are predicted to provide an unprecedented high brightness (up to 10H x-rays per pulse)
in durations as short as 1-2 ps, and slightly lower intensity in durations as short as 100 fs.

The 10% bandwidth, tunable wavelength range, and high per-pulse flux of the Thomson source will make it
well suited for performing absorption edge spectroscopy of metals at a variety of wavelengths. The 10% bandwidth
will be ideal to backlight an edge and the spectral features near it (spectra within a few hundred eV are necessary for
EXAFS). Analysis of EXAFS spectra potentially achievable on the Thomson source indicate that, under the best
conditions, EXAFS spectra will be possible on a single shot (if the Thomson source is operated in the high flux,
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longer pulse 180° mode). Even if the highest x-ray yields are not achieved, multi-shot experiments in which a few
shots are averaged will be possible (with the added difficulty of maintaining a nearly uniform shock on every shot).

The goal of this work is to develop a short pulse high intensity x-ray source and demonstrate that EXAFS is
indeed possible with the Thomson source.
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Replacing Ti:sapphire regenerative amplifiers with an
optical parametric chirped pulse amplifier

1. Jovanovic B. J. Comaskey C. A. Ebbers

R. A. Bonner D. M. Pennington

INTRODUCTION

Optical parametric chirped pulse amplification (OPCPA)a offers several advantages when compared to regenerative
chirped pulse amplification using Ti:sapphire 2 or Cr:LiSAF. These advantages include low cumulative nonlinear phase (B-
integral), greater wavelength flexibility, and high gain achieved without the use of gated electro-optic modulators and
multipass amplification. High-energy OPCPA systems pumped by large aperture, low repetition rate glass laser systems have
produced up to 0.5 J of amplified stretched pulses, subsequently recompressed to 300 fs. 3 However, OPCPA using
commercially available Q-switched pump lasers have, to date, only produced 600 gJ of amplified signal 4 with a pump-to-

signal conversion efficiency near 0.3 %. This low efficiency limits the attractiveness of OPCPA to facilities with high energy,
shorter pulse pump lasers. We report chirped pulse amplification of broadband 1054 nm pulses to 31 mJ by single passing
only 40 mm of gain material pumped by a commercial Q-switched laser, with a pump to signal conversion efficiency of 6%.

500pJ,3ns

Stretcher

1L2.5 n j, 100 fs,~

1054 nm

Ti:sapphire ~.
oscillator

~BD Preamplifier 90 mJ

vacuum relay Power

l telescope II/~ amplifier

’1
u,

vacuum relay
telescope I

600 m J, 8.5 ns,
532 nm

WP
" WP
’ TFP

420 mJ.. h

Nd:YAG
pump laser

Compressor

Fig. 1. Experimental setup. BS-beamsplitter, TFP-thin film polarizer, WP-waveplate, BD-beam dump.

DESCRIPTION

Our system is presented in Fig. 1. The optical parametric amplifier consists of three 13-barium borate (BBO) crystals.
The size of the first two crystals is 4x4x 15 mm3, while the third crystal is 10x 10xl 0 mm3, permitting scaling to large incident
pump pulse energy by increasing the pump beam diameter. The crystals are cut at 22.8° for type I angular phase matching.
The first two crystals are configured as a preamplifier, with no idler separation between the crystals. 90 mJ is split from the
pump pulse to pump the preamplifier, while 420 mJ is used to pump the power amplifier. The peak intensity of the pump
beam in the preamplifier is 450 MW/cm2. The seed beam is introduced into the crystal at 1° external angle with respect to the

pump beam, perpendicular to the crystal principal plane. The output from the first BBO crystal was 1.8 gJ, (Gain=3700), and
from the second BBO crystal we obtained 1.5 mJ (Gain=830). The amplified signal and the idler beam are spatially separated
after propagating 30 cm out of the preamplifier.

The pump beam diameter in the power amplifier is 3.5 mm, with peak intensity of 430 MW/cm2, and the expected
small signal gain is 160. A saturated gain of 20 was obtained from the power amplifier BBO crystal, which amplifies the
signal beam up to 31 mJ with incident 1.5 mJ from the preamplifier. The input stretched pulse is 3 ns in length, interacting
with the 8.5 ns (FWHM) pump pulse. Maximum pump to signal conversion efficiency in the power amplifier crystal 
achieved when the preamplifier output is 1.5 m J, and equals 25% to the signal beam in the temporal window defined by the
seed FWHM pulsewidth. The preamplifier signal output is controlled via the incident pump energy to the preamplifier. The
measured bandwidth of our output beam is 16.5 nm FWHM, consistent with the absence of bandwidth narrowing due to
intrinsic broad bandwidth of a type I difference frequency mixing process and saturation. Fig. 2 shows the measured spectra



for stretched seed, amplified signal from the preamplifier and the power amplifier. In our configuration we saturate the
OPCPA in order to obtain large extracted energy, at the expense of the recompressed pulse contrast level, which remains
limited bythe hard clip of the spectrum near its FWHM, which occurs in the pulse stretcher. The amplified signal spectrum is
modulated by strong saturation in the power amplifier and resembles a top-hat shape near the point of maximum conversion
efficiency.

A single-grating compressor is used to compress the amplified signal pulses. Stretched 500 pJ seed pulses were
compressed to 280 fs (Fig. 3a), limited by the spherical and chromatic aberrations occurring in the pulse stretcher, which
contains a lens-based refractive telescope The intensity autocorrelation of the recompressed pulse at an energy of 31 mJ is
shown in Fig. 3b. The recompressed amplified pulse duration is measured to be 310 fs, 10% longer compared to the best
achieved seed recompression before amplification in OPA. Recompressed pulse pedestal is increased after amplification due
to strong spectral modulation in the power amplifier. Our calculations show negligible self-phase modulation (0.04 rad) due
to short beam path through the gain medium, which is a significant advantage over regenerative multipass systems.

SUMMARY

In summary, we have demonstrated the most efficient optical parametric chirped pulse amplifier to date pumped by
a commercial Q-switched pump laser. The wavelength and pulse energy level obtained from our system is ideal for seeding
high energy Nd:glass amplifiers of high peak power lasers. A gain of 6x107 was obtained with broad bandwidth without the
use of electro-optic modulators or multipass amplification. We expect the focused intensity from our system to be on the
order of 1016 W/eraz. Although our system did not exploit the full bandwidth capabilities of OPA, we demonstrated high gain,
conversion efficiency and good amplified pulse beam quality in OPCPA, which gives a viable cause for an all OPA-based
kilojoule level ultrashort pulse source. With a suitable high energy pump laser and current compression grating technology,
powers in excess of 10~6W are feasible using OPCPA5.

-- Preamplifier
Power amplifier

1045 1 50 ldss 1660 1065
Wavelength /nm

Fig. 2. Seed and amplified signal spectra
from preamplifier and power amplifier

~ _f s

Time Time

Fig. 3. Recompressed pulse intensity autocorrelation for a) seed pulses,
and b) amplified pulses. Indicated is FWHM of the autocorrelation
trace. Deconvolved pulse width is a) 280 fs, b) 310 fs.
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ABSTRACT

Optical parametric chirped pulse amplification (OPCPA) is a scalable technology for ultrashort pulse amplification. Its
major advantages include design simplicity, broad bandwidth, tunability, low B-integral, high contrast, and high beam
quality. OPCPA is suitable both for scaling to high peak power as well as high average power.
We describe the amplification of stretched 100 fs oscillator pulses in a three-stage OPCPA system pumped by a
commercial, single-longitudinal-mode, Q-switched Nd:YAG laser. The stretched pulses were centered around 1054 nm
with a FWHM bandwidth of 16.5 nm and had an energy of 0.5 nJ. Using our OPCPA system, we obtained an amplified
pulse energy of up to 31 mJ at a 10 Hz repetition rate. The overall conversion efficiency from pump to signal is 6%,
which is the highest efficiency obtained with a commercial tabletop pump laser to date. The overall conversion efficiency
is limited due to the finite temporal overlap of the seed (3 ns) with respect to the duration of the pump (8.5 ns). Within
the temporal window of the seed pulse the pump to signal conversion efficiency exceeds 20%. Recompression of the
amplified signal was demonstrated to 310 fs, limited by the aberrations initially present in the low energy seed imparted
by the pulse stretcher. The maximum gain in our OPCPA system is 6x107, obtained through single passing of 40 mm of
beta-barium borate. We present data on the beam quality obtained from our system (M2=1.1).
This relatively simple system replaces a significantly more complex Ti:sapphire regenerative amplifier-based CPA
system used in the front end of a high energy short pulse laser. Future improvement will include obtaining shorter
amplified pulses and higher average power.

INTRODUCTION

Generation and amplification of ultrashort (femtosecond) laser pulses is important for a myriad of scientific and
commercial applications. Scientific applications of high peak power short-pulse lasers include high-harmonic and x-ray
generation, generation and acceleration of electron and proton beams, and fast ignition for inertial confinement fusion.
On the commercial side, high average power short-pulse laser materials processingI and biomedical applications such as

laser surgery2 are becoming more present as the femtosecond sources become cheaper, more robust and reliable. Chirped

pulse amplification (CPA)3 is the state-of-the-art technology that allows laser amplification of ultrashort pulses to high
pulse energies, while avoiding damage in the laser amplifiers induced by high intensity associated with ultrashort pulses.
Ti:sapphire is an ubiquitous laser gain material used for ultrashort pulse amplification, which is the result of its extremely
broad spectral bandwidth and favorable mechanical properties. To obtain energetic femtosecond pulses at 1 p.m, hybrid
systems have been used previously, such as a combination of a Ti:sapphire front end and a high-energy Nd:glass laser.4

By producing most of the laser gain in the broadband Ti:sapphire front end, sufficient bandwidth exists in Nd:glass to
produce high-energy pulses as short as several hundred femtoseconds. One problem with the 1 gm front end based on
Ti:sapphire is the relatively large number of passes necessary to produce sufficient gain, since the gain of Ti:sapphire is
relatively small near 1 ~tm. As an example, the number of passes in a 1 mJ Ti:sapphire regenerative amplifier is often
greater than 100.5 As a result, relatively large dispersion and B-integral occurs in the system. Regenerative laser cavity
produces prepulses, which are spaced at an integer multiple of the cavity round-trip time prior to the main pulse.

* Corresponding author; e-mail: jovanovicl@llnl.gov
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Prepulses are amplified in the subsequent amplifiers, and they experience amplification which is often greater than the
amplification of the main pulse. The resulting prepulses can become energetic enough to perturb the target and produce
undesirable experimental conditions.
An alternative convenient approach exists to obtain broad bandwidth amplification at 1 ~tm and avoid complicated
regenerative amplification schemes. Optical parametric amplifiers (OPAs)6 can be used in CPA as an alternative to laser

amplifiers. The technique was demonstrated in 1992,7 and termed parametric chirped pulse amplification (PCPA)7 and,

more recently, optical parametric chirped pulse amplification (OPCPA).8 As opposed to laser amplification, OPCPA is
an instantaneous nonlinear process, in which the energy is transferred from the high-frequency pump to lower frequency
signal and idler waves. The signal wave is used in subsequent amplification in a laser system, if desired, while the idler
wave at the difference frequency is discarded.

The first demonstration of OPCPA featured modest stretching ratios (-18) and ~J-level amplified pulse energies.7

Subsequently, arguments were made for scaling OPCPA to high peak power by using large-aperture KDP crystals.8

More recent experimental development produced TW-level pulses using OPCPA pumped by a large glass laser. 9 While a
high conversion efficiency of 20% in an OPCPA system based on a quasi-phase-matched OPA pumped by a fiber laser
has been reported,1° experiments that use commercial tabletop Q-switched Nd:YAG lasers for pumping OPAs were
relatively inefficient, with maximum reported energies of 0.6 mJ and conversion efficiencies of 0.6%.j 1,12 This was a
result of both the pump laser characteristics and the particular OPCPA design. Here we report, to our knowledge, the
most efficient 1 l.tm OPCPA system pumped directly by a simple Q-switched Nd:YAG pump laser, which is normally
used to pump Ti:sapphire. Our OPA exhibited efficiency of 6%, which is a ten-fold improvement over previous results.
In the subsequent chapters, we will describe the advantages of using OPCPA compared to regenerative CPA. We
describe our numerical model for OPCPA and system design, followed by the results of our experiments and conclusion.

CHARACTERISTICS OF OPCPA

OPCPA has numerous advantages compared to conventional regenerative amplification systems. Most of those
advantages are related to the shortness of amplification path and the single-pass architecture. Design simplicity is the
inherent characteristic of OPCPA. Some of important characteristics of OPA design include precise timing between
signal and pump, and relay imaging of the desired pump profile onto OPA crystals. Relay imaging of the near-field pump
profile is important because, in many cases, near field of the pump laser is a fiat top beam, which facilitates transversely
uniform amplification. Additionally, pump uniformity reduces the risk of crystal damage. Relay imaging often requires
vacuum telescopes to prevent air breakdown in the beam focus. This can be sometimes avoided by using a large f-
number focusing, at the expense of the increasing physical size of the system.
One of the most important advantages of OPCPA is the elimination of electro-optic modulators. This includes the
modulators inside the regenerative laser cavity, and the pulse slicer that is normally used after the pulse stretcher. It is
unnecessary to select a single pulse from the oscillator pulse train, because only the pulse that is temporally overlapped
with the pump will be amplified. Pulse contrast in such OPCPA system that does not employ pulse selection prior to
amplification is essentially determined by the total signal gain in the system. Some parametric fluorescence can be also
produced, which is temporally coincident with the amplified pulse. Since amplification cavities are not used, no cavity-
related prepulses exist in OPA such as in regenerative amplifiers.
The amplification length in OPA is typically very short - even when nanosecond pulses are used, typical length is on the
order of a few cm. Short amplification length results in negligible accumulated nonlinear phase (B-integral). Typical
amplification bandwidth is broad, on the order of 100 nm.cm, which allows amplification of ultrashort pulses. OPCPA is
more flexible than laser CPA with respect to the selection of center wavelength for amplification. Broad bandwidth is
naturally achieved in a degenerate or a nearly degenerate OPA that operates in collinear geometry. Broad bandwidth
around other center wavelengths can be also achieved in nondegenerate OPCPA using a noncollinear geometry.
Additional flexibility of center wavelength can be achieved by using quasi-phase matching and alternative pump
wavelengths.
Good beam quality can be obtained from OPA, which is a characteristic of a process which has relatively narrow angular
tolerance. In effect, OPA acts like a spatial filter and can produce very good beam quality. For high average power
applications, it is important that OPA does not exhibit significant intrinsic heat load. The absence of quantum defect
allows all the energy that enters the nonlinear crystal to leave it in the form of optical field, except for minimal material
absorption. This positions OPCPA as a technology with a potential to produce ultrashort pulses with average power in
excess of 1 kW.
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The most problematic feature with OPCPA is the performance limit when t~ibletop commercial pump lasers are used for
pumping OPCPA. In the first approximation, the conversion efficiency in OPCPA is determined by the temporal overlap
of signal and pump. Since the pump pulse width in simple tabletop pump lasers is often relatively long compared to the
stretched signal pulse width, relatively poor conversion efficiency results.
Relatively high beam quality is required from the pump laser in OPCPA that uses critical angular phase matching due to
narrow angular tolerance.13 The desired transverse and temporal profile of the OPCPA pump laser is a top-hat. A
uniform pump beam produces uniform amplification in space and in time (spectrum) of the chirped signal beam in the
small-signal regime. When depletion of the pump beam occurs, it is also desirable that the spatial and temporal profile of
the signal is a top-hat, which maximizes efficiency. This can be approximately achieved by using an OPA preamplifier in
which some back-conversion occurs. Alternatively, gaussian temporal profile can also be used, in a combination with a
double-hump-shaped seed, which can produc~ a gaussian beam with high conversion efficienclY~
OPCPA has to operate in the regime of high pump depletion to achieve high stability, which is not an inherent
characteristic of a nonlinear process in the small-signal regime.

NUMERICAL MODEL

We developed a numerical model of OPCPA and used it to optimize the performance of our preamplifier and the power
amplifier. We base our numerical model on the system of coupled differential equations that govern difference frequency
generation:

dA1

dz

dA2

dz

dA3
&

2o21 .-i n- -%IA2A3 exp(i ),

2o)2 ,

- i~cdeff A1 A3 exp(iAkz),

- i 20)3 d~Al,’t2 exp(- iAkz).
n3c

(1)

(2)

(3)

We denote by Al, A2, and .4 3 the amplitude of the electric field of the signal, idler, and pump, respectively; deft is the
effective nonlinearity, and Ak is the wave vector mismatch. Eqs. (1)-(3) describe the propagation of traveling
monochromatic waves with negligible group velocity dispersion (GVD). This approximation is allowed, since we are
modeling nanosecond pulses. Small dephasing introduced by GVD is negligible over the length of nonlinear crystal. We
do not include diffraction explicitly, assuming that the beam quality of the pump and seed is relatively good, so that it
allows the great majority of the angular spectrum within the angular acceptance of OPA. In nanosecond OPAs, beam
focusing is relatively weak and the resulting dephasing is small. Similarly, apart from depletion effects, pump profile can
be assumed constant along the amplification length.
An important feature of our experiments is the spatial and temporal nonuniformity of pump and signal pulses. This
implies that the coupled differential equations Eqs. (1)-(3) cannot be used directly, but have to be solved on a spatio-
temporal grid that captures the characteristics of pump and seed pulses. In addition, birefringent walk-off and optional
noncollinearity reduce the effective amplification length and introduce a more complicated spatial coupling of pump,
signal, and idler. This is very important when the beam diameter is comparable to total transverse walk-off over the
crystal length.
Intensity distribution at a point (x,y,t) is related to the amplitude of electric field:

1Ii(x,y,t)=2ni i (x,y,t , i=1,2,3, (4)

which can be normalized as following:

JI 1Ii(x,Y, t dt=Ei, i=1,2,3, (5)

where E is the integrated pulse energy. The effect of beam walk-off and noncollinearity is modeled as follows:
Xl’=XI +~ZlxZ, Yl’=yl +£21yZ, (6)

(7)



x3’=x3+p z,
(8)

where p is the walk-off angle, (f~x, f~y) are the noncollinear angles, and (x’(z), y’(z)) are the coordinates corrected 
walk-off and noncollinearity at the axial distance z. Wave vector mismatch can be modeled for a point in time t in
collinear geometry as

nl(t) n2 (t)]

Using those definitions, the system of differential equations Eqs. (1)-(3) can be written 

dAl(xl’,yl’,t) . 2cot (t) 

az =’ n-7~deeA2(x2’’y2’’t)~3(x3’’y’t)exp(iak(t)z)’

dA2 (x2’, Y2 ’,t) . 2W2 (t)_ 

dz =t~deffA1 (,Xl"Yl"t)A3(x3’,y,t)exp~’Ak(t)z), (9)

dA3(x3’,Y,t) . 2c03 (t)
dz

=t n3(t------~deffA1 (x1’,yl’,t)A2(x2’,y2,,t)exp(_iAk(t)z)"

In the next step, electric field discretization is performed using (DX, DY, DT) points in a spatial and temporal window
size (WX, WY, WT), with the following normalization condition:

DX DY DT

~o -~’~WX WY WT EEE]Ai~,k,I]2 = Ei, i=1,2,3. (10)2nt DY DT j=l ~l t=l

We solve system (9) using numerical integration to arrive with the expected energy, transverse beam profile and
temporal/spectral profile of the amplified pulse.

SYSTEM DESIGN AND RESULTS

We used our numerical model to optimize the design of our OPCPA system. Initially, we measured the spatio-temporal
evolution of the pump pulse. Our pump laser was a Spectra-Physics GCR 270-10 Q-switched tabletop pump laser,
operating in a single longitudinal mode. Operation of the pump laser in single longitudinal mode is important, because
the temporal modulation of pump pulse is imprinted on the amplified pulse spectrum. Additionally, since OPCPA
crystals are often driven close to their damage threshold, strong temporal modulation can lead to instantaneous intensity
beyond the material damage threshold. The pulse evolution measurement was performed using a scanning pinhole and a
fast silicon diode in the image plane of the second harmonic of the pump. The numerical fit to the data in radial and
temporal dimensions is shown in Fig. 1.
The most prominent feature of the characterized pump pulse is that the pulse build-up starts preferentially in the center of
the laser cavity. At the back of the pulse, radially more distant parts of the pulse achieve appreciable intensity, while the
intensity in the center drops due to the depletion of the laser gain medium. In effect; the pulse exhibits different
transverse spatial profile at different points in time. In order to model the performance of OPCPA as an instantaneous
process, it is important to include this particular pulse shape in the numerical model.
We present our OPCPA system design in Fig. 2. We used a mode-locked Ti:sapphire oscillator to generate the seed
pulses. The oscillator was a Spectra-Physics Tsunami, operating at a center wavelength of 1054 nm, with 16.5 nm
FWHM bandwidth, producing 100-fs pulses. In this experiment, a pulse selector was used to select a single oscillator
pulse at a repetition rate of 10 Hz. While there is no fundamental reason to select a single pulse in an OPCPA system
because the selection is performed by OPA, we still used a pulse slicer in order to obtain more reliable low-background
measurement of the amplified pulse spectrum and profile. The pulse is introduced into the stretcher, which is based on a
single grating and a piano-convex lens. A stripe-mirror design of the stretcher grating allows the pulse to be expanded to
3 ns in a relatively compact setup. The piano-convex lens introduces chromatic and spherical aberrations, eventually
limiting the recompressed pulse width to several hundred fs.
The OPA is a quasi-two-stage amplifier, consisting of a high-gain preamplifier and a power amplifier. A novel design is
introduced in the high-gain preamplifier, with two closely spaced beta-barium borate (BBO) crystals arranged in a walk-
off compensating scheme. Independent angular tuning is realized for both crystals. The small air gap (~2 mm) between
the crystals provides for several advantages of this design. First, small dephasing in air allows high gain. Only single
relay imaging of the pump beam is necessary for both crystals, and the pump beam is reused after the first crystal, where
it is essentially undepleted. Finally, perfect timing of pump and seed can be achieved in both crystals by timing the pump
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and the seed in the first crystal only. The idler is propagated from the first into the second crystal, since the required
bandwidth does not necessitate idler separation after propagating through the first crystal. Both preamplifier crystals were
15 mm long, and cut at 22.8° to facilitate type I angular phase matching. All the crystals were cut with a 2° wedge on the
output surface to reduce the effect of parasitic oscillation.

Figure 1. Spatio-temporal evolution of the pump laser. Shown is the numerical fit to the data taken on our pump laser.
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Figure 2. OPCPA setup. BS-beamsplitter, TFP-thin film polarizer, WP-waveplate, BD-beam dump

500-pJ stretched seed pulses are introduced into the preamplifier by reflection from a dichroic beamsplitter, at a 0.5°

external noncollinear angle with respect to the pump beam. The preamplifier is pumped by 85 mJ of pump energy,
producing a peak intensity of 450 MW/cm2. The intensity we used allowed us to run our system at an appreciable
repetition rate of 10 Hz, with a minimal risk of crystal damage. The obtained maximum amplified pulse energy from the
preamplifier was 1.5 mJ, for a gain of 3x106. The idler is angularly separated and discarded after amplification in the



preamplifier, while the signal is appropriately delayed and introduced into the final amplifier crystal. While the aperture
of the preamplifier crystals is 4 mm2, the power amplifier is a 10 mm-long BBO crystal of sufficient aperture (10 mmz) to
handle high pulse energy available from our pump laser. The power amplifier was pumped by 420 mJ of energy from the
pump laser, with the maximum intensity of 420 MW/cm2. The maximum amplified signal energy was 31 mJ, which is
20% of the calculated pump energy in the temporal window defined by the pump pulse. With the overall efficiency of
6%, this system represents the most efficient OPCPA system pumped by a tabletop Q-switched pump laser. We
measured the output from the power amplifier and compared the results with our numerical model described above. With
several different energies used to seed the power amplifier from the preamplifier, a good agreement was obtained
between the calculations and the experiment (Fig. 3).

30t
’ ’ ’Preamplifier’ ’ #~

output .J {B
- 5-1 ¯ --- 0.5 mJ Y "
~ i ¯ --- 1.0mJ ~#fl°"
~0 ¯ .......... 1.5mJ ~#4",,, ..-,,;,

do.
i¢- .."+"

o 16o 260 360 460
Power amplifier pump energy (m J)

Figure 3. Amplified signal energy in the power amplifier for several inputs from the preamplifier. Indicated by lines are
the results obtained from our numerical model.

Seed and amplified pulse spectra were measured, and the results are shown in Fig 4. The hard-clip points in the spectrum
are the result of spectral slipping on the stretcher lens. After amplification in preamplifier, which does not operate near
saturation, spectrum is slightly narrowed at its FWHM. The clip points in the spectrum remain the same, however,
indicating that this spectral narrowing is a temporal CPA effect. After amplification in the saturated power amplifier, the
spectrum is modified and resembles a top-hat shape. This is the result of saturated conversion and the onset of back-
conversion in the pulse temporal center, while the pulse wings are still converting with relatively high efficiency. This
hard spectral shape eventually limits the recompressed pulse contrast. To verify the depletion of the pump beam in the
power amplifier, we scattered the residual pump and monitored the instantaneous power on a fast silicon diode. As
shown in Fig. 5, when we maximized our amplified pulse energy from the system by adjusting the seed-pump delay, the
point of maximum pump depletion did not occur at the point in time when the pump pulse power is maximum. This can
be understood by considering the spatio-temporal evolution of the pump pulse. Using the pulse evolution data in Fig. 1,
and by calculating the peak power of the central 70% of the transverse pump size, we were able to determine that the
central part of the pulse peaks 2-3 ns earlier compared to the pump pulse integrated across the transverse profile. The
result of this calculation is also shown in Fig. 5. Since the beam center is more important for amplification in our system,
this effect is consistent with expectations.
We measured the beam quality from our system, and by optimizing the beam overlap and minimizin§ the noncollinear
angle in the power amplifier, we were able to obtain beam quality which is close to diffraction limit (M =1.1-1.2): In Fig.
6 we show the measured beam profiles in the near field and in the far field.
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Figure 5. Maximum energy extraction occurs at the temporal peak of the central 70% of the pump pulse

We recompressed the amplified pulses in a single-grating compressor, with 50% efficiency. The obtained 15-mJ pulses
were characterized using intensity autocorrelation. We initially recompressed the seed pulses prior to amplification to
280 fs (Fig. 7 (a)). After amplification, the recompressed pulse width was 310 fs (Fig. 7 (b)). This small inconsistency
may be the result of spectral modification in the amplification process, and a possible small uncertainty between the two
autocorrelation devices used in the measurement (a scanning autocorrelator was used in Fig. 7 (a), while a single-shot
autocorrelator was used in Fig. 7 (b)). As mentioned previously, we attribute the recompression results which are 3 times
worse than the transform limit to uncompensated aberrations that arise in the pulse stretcher. Since the exact nature and
impact of aberrations if unknown, a conservative gaussian deconvolution factor was used when calculating the pulse
width from the measured autocorrelation traces.
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Figure 6. Amplified pulse at full energy, in (a) near fteld and (b) far-field

(a)

A

(b)

2- " - --

Time Time

Figure 7. Recompressed pulse intensity autocorrelation, (a) before amplification and (b) after amplification.
Deconvolved pulse width is (a) 280 fs, and (b) 310 

CONCLUSION

In conclusion, we demonstrated, to our knowledge, the most efficient OPCPA system to date pumped by a tabletop,
commercial, Q-switched pump laser. In a single pass through only 40 mm of gain medium, a gain of 6x107 was realized.
The conversion efficiency of 6% is limited by the spatio-temporal evolution of the pump pulse and the mismatch in the
pulse duration between the signal and the pump pulse. This indicates that the future development of shorter-pulse
nanosecond pump lasers suitable for OPCPA is desirable to improve the efficiency of the technique.
While our system did not demonstrate the transform-limited pulses, the obtained system is nevertheless applicable as a
front end for a large glass-based petawatt-scale laser system, or as a stand-al0ne system usable for such applications as
materials processing. OPCPA proved as a valuable technique with sufficient potential to substitute for regenerative
amplification in Ti:sapphire at 1 ~tm, and allowed such simplifications as the elimination of electro-optic switching.
Further developments of high average power pump lasers suitable for pumping OPCPA may lead to future record-setting
average power in ultrashort pulses.
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ABSTRACT
We present the first recompression of amplified pulses in a highly nondegenerate optical parametric chirped pulse
amplifier. 60-fs recompressed pulse width and up to 2 mJ pulses were obtained in our experiments.

INTRODUCTION
Generation and amplification of ultrashort laser pulses has been at the forefront of laser research in the recent period,
driven primarily by newly accessible physics phenomena and commercial applications such as materials processing.
The interest in optical parametric chirped pulse amplification (OPCPA) [1] for ultrashort pulse amplification has
been motivated by its favorable properties. Large single-pass gain achievable in a -cm length of nonlinear material
pumped by nanosecond pump laser eliminates the need for regenerative amplification. Broad bandwidth capabilities
and scalability make OPCPA a possible amplification technology for future multi-PW sources [2]. Absence of
thermal load should allow short pulse amplification up to kW-level average power. While the ultrashort
amplification capabilities of optical parametric amplifiers (OPAs) have been demonstrated down to 5 fs, the
compression of ultrashort (<100 fs) pulses in thick OPCPA crystals remains largely unexplored. Here, we present
the first pulse compression in highly nondegenerate OPCPA and obtain the shortest pulses produced in OPCPA to
date.

Fig. 1. Experimental setup. TFP-thin film polarizer, T-telescope, D-dichroic. 2/2-waveplate, TFP-thin film polarizer,
BD-beam dump, RM-roof mirror.

DESCRIPTION
The design of our OPCPA system is presented in Fig. 1. A mode-locked oscillator, which produces 20-fs pulses
centered at 820 nm, is used as a seed source. An all-reflective stretcher is used to stretch the seed pulses to 600 ps,
with a spectral cut-off width in excess of 100 nm. The OPA consists of two antireflection-coated beta-barium borate
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(BBO) crystals. The crystals are cut at 23.8° to facilitate type I phase matching at an external noncollinear angle of
3.7°. The noncollinear angle is optimized numerically to maximize the gain bandwidth. The length of each crystal is
15 mm, and they have a wedged output surface to eliminate parasitic oscillation. The pump beam is relay imaged
between the two crystals and the beam diameter is adjusted to 3 ram, for a peak intensity near 450 MW/cm2. We
obtained a maximum gain of 4x106 from the OPA when the noncollinear plane was chosen to be perpendicular to
the principal plane of the crystal. The result were pulses with energies of up to 2 mJ amplified in a single pass
through only 30 mm of gain material. The measured seed and amplified signal spectra are shown in Fig 2. We
observe a shift of the center wavelength to 830 nm, which is consistent with the gain bandwidth in nondegenerate
BBO OPA, which is centered at longer wavelengths (near 850 nm). The small bandwidth narrowing (<2 nm) at 
FWHM observed when the OPA operates far below saturation (0.5 mJ) can be attributed to this spectral shift. At the
point near saturation (2 mJ), the spectrum is modified further and the amplified FWHM is increased to 35 nm.
Spectral broadening is the result of different rate of nonlinear conversion for the spectral components of different
initial intensity. We recompressed our pulses in a single-grating compressor, and the autocorrelation trace is shown
in Fig. 3. The measured FWHM autocorrelation of the recompressed pulse is 104 fs, which is nearly 2 times longer
than the FWHM of the calculated autocorrelation of the transform-limited pulse with the measured spectrum (Fig.
2). With the inclusion of the spectral phase in the system, the calculated FWHM of the autocorrelation is 108 fs,
which is within our experimental error, indicating that we produced 60-fs pulses.

I , t , I i I i I , i
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Fig. 2. Seed and amplified signal spectra from the nondegenerate OPCPA system
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Fig.3. Recompressed pulse autocorrelation

SUMMARY
In summary, we report for the first time the compression of pulses amplified in nondegenerate OPCPA. The reported
60-fs pulses are the shortest pulses reported to date produced in an OPCPA system. A careful compensation of
spectral phase in our system should enable 30-fs transform-limited pulses.

This work was performed under the auspices of the U. S. Department of Energy by Lawrence Livermore National
Laboratory under Contract No. W-7405-Eng-48.
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5. SOLID-STATE HEAT-CAPACITY LASER
AND TESTS

RESARCH ACTIVITY HIGHLIGHTS

A lO-kW Solid-State Heat-
Capacity Laser System
Installed at HELSTF, While
Sands Missile Range

Under the support of the U.S. Army’s Space
and Missile Defense Command, and in collabo-
ration with industrial partners (Raytheon,
General Atomics, Northrup/Grumman Poly-
Scientific, PEI, Armstrong Laser Technology,
and others), LS&T is developing high-average-
power (100-kW-class) heat-capacity laser tech-
nology for applications in tactical short-range
air defense missions. The ultimate vision is an
electrically powered, solid-state weapon that
can be deployed on a hybrid electric vehicle.

To establish a solid technical basis for the
heat-capacity laser operation, and to support
development of an adaptive resonator, we have
built a 10-kW prototype (nine-disk Nd:glass
laser pumped by flashlamps). During the sum-
mer of 2001, this laser (see photo below) was
delivered to the Army’s High Energy Laser
Systems Test Facility (HELSTF) at White

The 10-kW laser system installed at HELSTF to sup-
port material interaction testing.

A 1-in.-thick aluminum target after a 2-sec laser burst
produced a hole through it.

Sands Missile Range to support material inter-
action testing.

On August 31, 2001, our milestone of 10-
kW average power for 10 sec was exceeded
when we obtained an average energy/pulse of
640 J. With the 20-Hz repetition rate, this
resulted in an average power approaching 13
kW during the 10-sec burst.

On September 28, 2001, a ribbon-cutting
ceremony attended by a large number of media
reporters as well as high-ranking Army offi-
cials was held to commemorate the delivery of
the laser.

During the ribbon-cutting ceremo-ny, the
laser was fired at a 1-in.-thick aluminum target.
The photo at top of column shows the target at
the end of a 5-sec burst. The hole produced by
the focused laser beam penetrated the 1-in.
thickness in 2 sec.

The laser will remain at White Sands where
it will be used for laser/target interaction exper-
iments until early summer of 2002. At that
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An actual 1:1 scale model of a lO0-kW laser system
installed on a hybrid electric HMMWV.

time, the laser will be brought back to
Livermore so that a new deformable mirror
may be installed.

Currently, the laser is operating with a stable
resonator which is ideally suited to the target
interaction experiments. A beam quality of
approximately 3.5x the diffraction limit has
been demonstrated with an unstable resonator
with no deformable mirror correction. With the
new deformable mirror and an unstable res-
onator, we expect to achieve the desired goal of
2x the diffraction limit over the entire 10-sec
run time. The beam footprint of the 10-kW
laser is roughly square with a 6- x 6.5-mm spot
on the target.

Future plans call for a 100-kW-class, diode-
pumped, solid-state laser utilizing neodymium-
doped gadolinium gallium garnet (Nd:GGG)
crystalline laser media for better thermal char-
acteristics and operating efficiency. With the
support of LS&T Advanced Lasers and
Component, we have recently completed the
fabrication and testing of a 42-kW laser-diode
array for pumping of Nd:GGG slabs. We will
demonstrate a small-scale Nd:GGG heat-capac-
ity laser at 200 Hz in late 2002 and replicate as
closely as possible features that would be
found in a fieldable unit (see photo above). For
example, prime power for the laser will be pro-
vided by a bank of Li-ion batteries.

We plan to complete three-slab heat-capaci-
ty laser fabrication and testing in 2003. The
scheduled completion of the 100-kW system
could be as early as 2005, depending on contin-
uing funding support.

UCRL-ID-134972-01

42-kW Diode Array Delivered
to fhe HELSTF Program

Under the support of the U.S. Army’s Space
and Missile Defense Command, we have
recently completed the fabrication of a 42-kW-
peak power laser-diode array for pumping of
high-average-power solid-state heat -capacity
laser for applications in tactical short-range air
defense missions. Figure 1 shows the laser-
diode module which is constructed from 280
edge-emitting laser-diodes mounted on a back-
plane packaged by 28 closely packed Silicon
Monotlithic Microchannels tiles (SiMMs)
arranged in 4 x 7 configuration. This pump
module is designed to deliver 42 kW of 808 nm
radiation when operated at 200 Hz or higher
duty cycles.

Figure 1, 100 kW-class diode array module devel-
oped for pumping of high-average --power solid-state
lasers.

The production of high-average-power laser-
diode arrays on the scale demonstrated here has
relied on the development of a silicon based
diode packaging technology that has been
actively pursued at LLNL for the last 15 years.
The silicon package which serve to cool the
laser diode bars are produced by photolithogra-
phy and etching techniques used in the micro-
electronic industry. Using this technology, we
were able to manufacture thousands of minis-
cule 30-gm-wide channels in silicon substrates.
Water flow through these microchannels
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aggressively cools the laser diode bars, which
are mounted on the silicon at a location less
than 200 ~tm from the channels. By mounting
10 diode bars onto a single heatsink, a 10-bar
package (referenced as a tile and shown in the
photograph in Fig. 2) can be easily assembled
to serve as an unit cell from which larger two-
dimensional diode arrays can be built up
through tiling. Noteworthy of this design is
that the brightness (i.e., W/cm2-str) of the array
is extremely high, by virtue of the compact
tiling of the heatsinks, and the precision place-
ment of 10-element microlens arrays on each
tile.

Over the years, we have developed several
types of diode packaging technologies for high-
power applications. Special considerations
were given to both the ease of fabrication and
power scalability. In the current SiMMs design,
we were able to preserve the same aggressive
heat removal capability that characterized our
original rack and stack silicon microchannei
cooled package. This requirement was met by
incorporating microchannels into the silicon
directly below the location of the attached laser
diode bars.

The SiMMs package has a very tight ther-
mal circuit, with only 177 microns of silicon

Figure 2. The SiMMs package. Top: Photograph of
an individual SiMMs package. Bottom: Assembly
drawing showing the various SiMMs package compo-
nents in an exploded view. The V-grooves on the
front surface of the silicon enable us to precisely
position the laser diode bars and microlenses with
micron precision.

separating the heat generating laser diode bars
and the microchannel fins that define the cool-
ing channels. AS shown in Figure 2, each
SiMMs package holds 10 individual 1 cm long
laser diode bars in a single monolithically
cooled silicon tile. Individual 1 cm diode bars
produce 150 W of output radiation leading to
an effective irradiance of 1 kW/cm2 for the
extended 2-dimensional diode arrays that are
built up with individual tiles. Presently these
arrays are operated at this output level at a 10%
duty factor, but the aggressive thermal capabili-
ty of the microchannel cooling approach allows
substantially higher duty factor operation when
it is required in future systems.

In order to fully utilize the light emitted
from laser diode bars (particularly along the
fast axis which has a 30 degree divergence
angle), we have also designed microlenses to
collect radiation along the fast axis. A single
step microlens-mounting technique was devel-
oped to eliminate the production steps neces-
sary to individually attach microlenses to each
diode bar, dramatically reducing package cost.
To achieve good optical performance,
microlenses must be placed with a positional
tolerance of a few microns relative to the diode
bar emitter facets and each individual diode
bars within a tile must also be positioned rela-
tive to one another with at least this same few
micron accuracy.

Using a V-groove technology on the front
surface of the package accomplishes precision
placement of the laser-diode bars. V-grooves
are generated using the same etching technolo-
gy that is used to fabricate the microchannels in
silicon and serve as pads to which the laser
diode bars are attached and precisely regis-
tered. Because the V-grooves are defined litho-
graphically, output facets of individual bars can
be located with micron precision relative to one
another over the entire SiMMs tile. Single-step
microlens mounting is accomplished using pre-
cision frames fabricated in the form of silicon
runners. Lenses are preloaded and glued into
these silicon runners forming a ladder-like
structure consisting of 10 lenses as shown in
Figure 2. These microlenses have effectively
reduced the beam divergence of the array to <1
degree.

Using diode bars procured from the
Coherent Semiconductor Group we successful-
ly achieved 1.5 kW of output power from a sin-
gle tile (10-bar SiMMs package) with wall plug
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efficiencies approaching 50%. We plan to opti-
mize the optical performance of the 42 kW array
module and demonstrate pumping of Nd:GGG
slab laser in future experiments. The SiMMs pack-

age represents a breakthrough in high power diode-
array packaging technology enabling us to scale
the output of 2D diode arrays to 100 kW or larger
with extremely high brightness.
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Material Removal by a Heat Capacity Laser*

C. D. Boley C. B. Dane E. A. Stappaerts

ABSTRACT

This report describes the modeling of material removal by a solid state heat capacity laser. Two hydrodynamic models
laser-materials interactions were employed to explain data collected with the testbed laser built during FY98. One of these
models, in which material is removed by vaporization, produced interesting trends but poor agreement with experiment.
Liquid ejection was inferred to play an important role. The second model, which handles some liquid motion effects, gave
much better agreement with experiment. Detailed results are presented. The virtues and shortcomings of the models are also
discussed.

INTRODUCTION

In collaboration with industrial partners, LLNL is developing solid state laser of high average power and high pulse energy
for DoD defensive applications. An initial accomplishment was to build a flashlamp-pumped Nd:glass laser capable of 10-s
bursts at an average power of about 1.4 kW. This three-slab testbed was completed in 1998. Next to be built was a
flashlamp-pumped Nd:glass laser capable of 10-s bursts at an average power of 10 kW. In 2001 it was delivered to the High
Energy Laser System Test Facility (HELSTF) at White Sands Missile Range.

The three-slab testbed laser was used to perform demonstrations of material removal from coupon targets of steel, aluminum,
and a graphite composite. The main diagnostics were the energy per pulse, the temporal pulse shape, the shape of the hole,
and the number of pulses necessary to penetrate the coupons. Here we present simulations of these experiments, for the two
metal coupons. Two models were employed: a 1D model, which describes thermal effects in the condensed matter and
hydrodynamic effects in the ablated vapor, and a 2D model which describes the hydrodynamics of the entire solid-liquid-
vapor system. It was assumed that the effects of the first pulse are representative of those from later pulses. The first model
was found to be inadequate to explain the observed removal, while the second model gave results reasonably consistent with
experiment.

In the following sections, we describe the experiment, the models and their predictions, and our conclusions and directions
for further work.

SUMMARY OF EXPERIMENTAL RESULTS

For the demonstration shots~, efficient extraction from the 3-slab amplifier was achieved via a 4-pass configuration. The
output pulse, containing about 80 J, was focused to a 3x3 mm2 spot on the coupon, giving a fluence of about 900 J/cm2.

Figure 1 shows the calculated waveform2, which is close to what was observed. The pulse, of length about 350 ~ts, consisted
of about 20 spikes (relaxation oscillations). The width of the spikes increased from a few Its, early in the pulse, to about 
Its, near the end. The peak irradiance on target decreased from about 36 MW/cm2 for first spike to 1 MW/cm2 for the last.

The resulting holes have the rough shape of the beam and are quite sharp. An estimate of the material removed per pulse can
be obtained simply by dividing the thickness of the coupons (2.3 mm for both steel3 and aluminum) by the number of pulses
(13 for steel, 8 for aluminum). This gives about 180 ~tm and 290 p.m, respectively, per pulse. If there is a significant
temperature rise from pulse to pulse, the material removal would increase with pulse count. Our calculations in Section 4
indicate, however, that the temperature rise is very small in these experiments. During the final pulse, removal should
increase because material is ejected from the opposite face as well as the near face. The quoted estimates might represent an
average of the removal per pulse.

MODELING VIA THALES

THALES is a 1-dimensional hydrodynamics and vaporization code, originally developed at LLNL to model drilling by
4. ¯ . 8 11 2 . . 5"-copper vapor lasers, m the lntensxty range 10 -10 W/cm. It has also been used to model ablation m NIF beam dumps.

This work was performed at LLNL in partnership with Raytheon Electronic Systems, under the support of the U.S. Army
Space and Missile Defense Command.
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Fig. 1. Pulse irradiance at beam center for coupon tests:

The geometry of the model is illustrated in Fig. 2. From left to right in the figure, the model describes the solid, the moving
melt line, the liquid, the moving ablation surface, a thin region of molecular flow (the Knudsen layer), a region 
hydrodynamically expanding vapor, the vapor/air contact surface, a region of compressed air, the shock front, and finally, the
ambient air. In the solid and liquid, the model describes thermal conduction, using available data6. The melt line moves in
accordance with the Stefan condition (speed proportional to the discontinuity in the thermal flux). Within the Knudsen
layer7’8, the molecular velocity distribution function changes from a one-sided Maxwellian with reflux (at the surface of the
liquid) to a full local Maxwellian (a few mean free paths within the vapor). At the beginning of the layer, the pressure 
emitted atoms equals the vapor pressure at the local temperature. Thus the material removal mechanism is vaporization.

Solid Liquid Ablated vapor Shocked Ambient

...,

Air Air

L Light
r

Melt Knudsen layer Vapor/air Shock Front
Surface Vaporization Boundary

Surface

Fig. 2. Geometry of experiment according to THALES model (not to scale).

In the vapor and air, the 1-dimensional hydrodynamic equations are solved. The incident and reflected light rays are
propagated, with absorption in the vapor occurring via photoionization and inverse bremsstrahlung. The compressed air is
generally cool and dense, with negligible absorption. We employ the absorption formulation of Zel’dovich and Raizer9, in
which the vapor atoms are treated as hydrogen-like with empirical ionization potentials. This model is also used to set up a
Saha equation of state in the vapor. The vapor/air boundary is treated as a tangential discontinuity (continuous velocities and
pressures)10. Since the model is one-dimensional, it cannot account for the Rayleigh-Taylor instability at the vapor/air
surface, but it estimates the typical growth rate, with wavelength equal to the beam diameter (or, for a noncircular beam, the
equivalent beam diameter containing the same energy). The shock front satisfies the Rankine-Hugoniot relations. Some
further details of the THALES model are given in Appendix A.
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At the ablation surface, light is absorbed according the temperature-dependent absorption coefficient. This is taken from a
simple MHD model, fitted to the available absorption data. Details are given in Appendix B.

Before applying the code, we can estimate the maximum value of the removal by vaporization, assuming that all the absorbed
energy goes into melting and vaporization. This requires that the vapor remain transparent, as will hold if the vapor
temperature rises no more than a few thousand degrees, depending on the material, and that comparatively little energy is
transported into the material. The thickness removed is approximately

Az
tzF

p[cs(rm -r0) +/-/m +c,(r°- r.)+ I-I°]"

where a is the absorptivity of the material, F is the incident fluence, Cs and C~ are typical specific heats per unit mass of the
solid and liquid, respectively, and H,, and H~ are the heats of melting and vaporization per mass. The vaporization
temperature increases with pressure, while the heat of vaporization decreases with temperature. For the moment, we simply
use the values at the boiling point (atmospheric pressure), appending a superscript. In THALES itself, the best available
temperature-dependent material properties are used. The energies in the denominator above are dominated by the heat of
vaporization. While the absorptivity is a poorly known parameter, as discussed in the appendix, here we estimate it as 0.4.
Then the estimated removal depths for steel and aluminum turn out to be about 55 ktm and 95 I~m, respectively. The
approximate ratio of these depths follows from the facts that the heat of vaporization of aluminum is about 1.7 times that of
steel while the density of aluminum is about 1/3 that of steel. These depths are only about 30% of the respective
experimental values, indicating that vaporization alone is unlikely to be sufficient. Hence we anticipate that THALES
simulations will not tell the full story.

As noted, this estimate for the removal depends on the existence of a transparent vapor. If the vapor is heated sufficiently to
become absorbing, energy can be transferred to the material by thermal conduction in the resulting plasma, and a different

¯ 45regime of operataon results .

We show in Fig. 3 the calculated temperature at the liquid edge (just before the Knudsen layer) during the simulation of the
steel coupon. The temperature displays the same pattern of spikes as the pulse. The maximum temperature, reached at the
peak of the first few spikes, is almost 5000 C. Near the end of the pulse, the temperature at the top of a spike has decreased to
about 3300 C. The spatially averaged temperature in the vapor (weighted by the density) increases to about 2700 C and
drops to about 600 C after 1000 ~ts. The density-averaged temperature in the compressed air generally remains below 1000
C. In this regime, both the vapor and the air are transparent. The same holds true for the aluminum coupon.
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Fig. 3. THALES predictions for liquid edge temperature of steel coupon.
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Figure 4 gives the calculated phase separation versus time for the steel and aluminum coupons. In each case, the shock front
moves steadily at somewhat less then 1 km/s. The metal/air interface tends to decelerate after the pulse, and in the case of
aluminum it is eventually pushed back by the shocked air. The Rayleigh-Taylor instability (which is not in the model) has 
growth time of ~30 Its on the spatial scale of the beam diameter. Hence the division between metal vapor and air may
artificial. This is unimportant in our regime, however, since the vapor remains essentially neutral and is transparent to the
beam, as is the air. The lower plots show the time dependence of the material phases in the coupons themselves. In each
case, a melt layer opens up during the application of the beam and then closes on a longer time scale (about 1.1 ms for steel
and 3 ms for aluminum). The maximum melt thickness is about 52 ~tm for steel and 195 pm for aluminum. The width is
greater for aluminum because its thermal diffusivity exceeds that of steel by nearly an order of magnitude in the relevant
temperature range.

As shown in Fig. 4, the calculated removal depths for steel and aluminum are 43 ~m and 75 Itm, respectively. These depths
are less than the maximum values estimated earlier (55 ~tm and 95 ~tm, respectively), as would be expected. Each represents
about 25% of the average observed removal. Thus the model conf’m’ns that vaporization alone does not account for the
experimental removal. Liquid dynamics appears to be an important effect. This appears plausible when we note, heuristically,
that the sums of the removal depths and the maximum melt widths (95 ~tm and 270 ~m for steel and aluminum,
respectively) are closer to the observed removal.
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Fig. 4. Phase separation versus time for steel and aluminum coupons, according to THALES calculations. Upper plots."
metal/air surface and shock front. Lower plots." regions of solid (S), liquid (L), and vapor below original surface 
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MODELING VIA CALE

GALEl| is a 2-dimensional hydrodynamics code developed at LLNL. It simulates fluid flow on a mesh which can be set as
Lagrangian, Eulerian, or arbitrarily between the two. This treatment is termed ALE, or arbitrary Lagrangian-Eulerian; the C
in the name of the code refers to the C programming language. The code also simulates elastic effects in the solid. It uses
equation of state data (pressure and internal energy as functions of density and temperature) and elastic data (such as the elastic
moduli and yield strength) provided by the usera2. CALE has a laser absorption model in which a ray deposits a specified

¯ . _ . . . ,-21 -3
fraction of tts energy at the cnUcal surface, where the plasma frequency equals the hght frequency (n~ ~ 10 cm for 1 ~tm
light). This fraction was taken as 0.4 for steel and 0.5 for aluminum, for reasons noted later. Our reason for using the code
was that it offers a unified treatment of solid, liquid, and gas phases. In principle, the equation of state provides the energetics
associated with transitions among these phases.

In CALE, we employed cylindrical (r-z) symmetry, with the coupon modeled as a large disk centered on the z-axis with a 2-
mm thickness in the z direction. Atmospheric air was present on the side of the coupon facing the laser. The other side of the
coupon provided a distant boundary condition, since it received negligible energy during the pulse. The laser beam, modeled
as azimuthally symmetric, was centered on the z-axis and extended radially to r ~ 0.17 cm (following simply from the energy
and fluence). Following rough experimental guidance, the beam profile was taken as Gaussian, with the irradiance at the beam
edge equal to half the central irradiance. We were primarily interested in phenomena occurring no more than a few hundred
microns below the surface and a few mm perpendicular to the beam (i.e. the beam size). However, we had to allow for the
expanding vapor, which extended a few cm (primarily in z) after the pulse duration. Therefore, fine resolution was required
within the coupon, in order to measure material removal, but resolution requirements were less stringent within the air and
expanding vapor. Within the coupon, the grid was chosen as Eulerian (fixed), with zones gradually expanding in size away
from the area affected by the laser. The smallest resolution in z (parallel to the beam) was 16 ~m, while that in r was about
113 ~tm. The latter size was chosen so that the beam extended 15 zones radially. Within the air, the grid was allowed to
follow the Lagrangian/Eulerian prescription of the code, and so it expanded as vapor was ejected. The original widths in z of
successive zones increased from 16 ~tm (near the coupon surface) to a few cm.

Figure 5 shows the material grid, the expanding vapor, and a selection of laser rays, early in time (15.5 ~ts), in the
simulation of steel. Note that a few rays have found a critical surface somewhat removed (about 300 microns) from the edge 
the metal. This is an anomaly of the ionization model, which is taken from Thomas-Fermi theory. The model overestimates
the ionization at modest temperatures. Later in the run, the rays penetrate more uniformly.

ssff.C Time = 1.55149e+01
Cycle = 10000 Dtc(33,17) = 1.55251e-03

o.i -i O i t
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Fig. 5. Expanding vapor and sample rays at an early time (15.5 ps) of the CALE simulation of steel. The vertical and
horizontal directions correspond to r and z, respectively. Dimensions are in cm. The beam, entering from the right, has a
radius of about O. 17 cm.



Figure 6 shows snapshots of the expanding steel vapor at three times, equal to one-third, two-thirds, and the full pulse
length. The dark region corresponds to zones which are predominantly metal. The expanding vapor is diverted vertically
from the beam (in the r direction) by regions of higher pressure. The motion of the zones partially follows the mass,
according to the ALE algorithm. To avoid artificial edge effects at the boundary of the expanding vapor and air, the actual
zones in the problem continue for several cm beyond what is depicted in the figure. The vapor shows no evidence of
condensation, with a typical density of about 10.3 g/cm3.
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Fig. 6. Expanding steel vapor, at times corresponding to approximately 1/3 2/3, and full pulse length (119, 243, and 365
Its), according to CALE. The three pictures have the same scale, with the horizontal scale (z) 2.5 times greater than 
vertical scale (r).
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Tuming to the detailed effect of the laser on the material, we show in Fig. 7 the density distribution within the steel coupon
at the same three times as above. This depicts graphically the formation of a hole having the radius of the beam and a
maximum central depth of about 230 txm. Near the edge of the hole, the density decreases sharply, dropping by an order of
magnitude across a single zone (of resolution 16 I.tm). This indicates that the liquid layer is very thin. The minimum vapor
density in the hole is about 10-4 solid density.
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Fig. 7. Density distribution in the steel coupon, as calculated by CALE, at the same times as in Fig. 6. The color scale
gives the logarithm of the density normalized by the normal solid density. The beam enters from the right.



The temperature distribution within the hole in the steel coupon is shown in Fig. 8. During the pulse, the temperature
reaches a maximum of about 4000 C near the edge of the hole and decreases near the entrance. Fig. 9 shows the temperature
at the hole entrance and beam center, as a function 0ftime. It oscillates around about 3000 C. Not all details of the structure
are shown, since the time resolution in this plot is fairly coarse (a few ITS).

0.23!
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0 I000 2000 3000 4000

T (C)
Fig. 8. Temperature distributions in the steel coupon at the same times as in Fig. 8, in the CALE calculation.

The left-hand plot in Figure 10 shows the average hole depth versus time during the pulse. It is interesting to note that both
steel and aluminum show the same staircase pattern. This pattern correlates with the beam energy delivered prior to the
particular time. At the end of the pulse, the hole depths are 178 microns and 230 microns for steel and aluminum,
respectively. In steel, the depth is essentially the same as the observed average removal depth (180 microns), while 
aluminum it is almost 80% of the observed depth. Here we have taken the edge of the hole to be defined as the point at which
the density is half of the solid density. In the case of steel, for example, the point at which the density is 1/5 solid density is
only about 10 microns less deep.
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Fig. 10. Average hole depth versus time (left) and versus delivered beam energy (right), as calculated with CALE.

The dependence of the instantaneous hole depth on delivered pulse energy is shown in the ~’ight-hand plot of Fig. 10. Here
the time has been eliminated and the depth is plotted directly as a function of delivered beam energy. The hole depth
increases linearly with energy, with a threshold of a few joules in the case of steel. This plot should not be confused with a
plot of removal depth versus total pulse energy. The latter is fixed throughout the runs.



Figure 11 shows the rough phase separation in the coupon at about 2/3 of the pulse length. Since the phases are not sharply
defined in CALE, we somewhat arbitrarily denote the liquid as the region having a density between 0.4 and 0.9 solid
density. This region is not well resolved in the hole, as it is generally no more than a single zone thick (16 ~tm in this case).
Within the "liquid", the velocity field is directed almost entirely outward (antiparallel to the beam), showing no appreciable
radial component. The simulations do not appear to show a flushing of the liquid toward the sides and then up the hole, as
envisaged in liquid ejection scenarios.

0.235

o

-300 -200 -i00 0

z (microns)

Fig. 11. Schematic phase separation in the steel coupon at 234 Its. The green area indicates zones with density lying
between 0.4 and 0.9 solid density; the blue and red denote regions of higher and lower densities, respectively.

Having simulated the first pulse, we now turn to succeeding pulses, which arrive every 100 ms. We did this only in the case
of steel, but the conclusions are expected to carry over to the case of aluminum. Between pulses, the residual heat in the foil
relaxes by thermal conduction and radiation. We modeled this process, in two dimensions, via the code ANSYS. In this
code we employed the same material properties (thermal conductivity, specific heat, and latent heat of melting) as were used
in the THALES runs. The results showed almost complete thermal relaxation. A mechanism supporting this is the fact that
the thermal diffusivity increases as the liquid cools. The maximum final temperature, at the edge of the hole along the beam
centerline, was only a few degrees above room temperature. This would also be expected for aluminum, which has a higher
thermal diffusivity.

We proceeded to use CALE to simulate the second pulse on steel, using the thermalized hole of the first pulse as the initial
condition. The overall characteristics during the run were similar to those of the first pulse. The growth of the hole, at 1/3,
2/3, and full pulse times, is shown in Fig. 12. The average hole depth grew by 154 microns, to a total of 332 microns. The
third pulse gave similar results, increasing the hole depth by 156 microns to a total of 488 microns. These results are
summarized in Fig. 13. The final density profiles of the first three pulses are shown together in Fig. 14. Extrapolating the
trend of the first three pulses, we see that the steel coupon width of 2.3 mm would be attained during the 15th pulse. In
practice, the effects of the last pulse would be different and more efficient, since material would be ejected fi’om the opposite
side. Experimentally, as noted, 13 pulses were required.

The CALE results are impressively close to experiment. However, there remain a few outstanding issues. First, the material
absorptivity in the code is required to be a single constant, independent of temperature. Compared with the sophistication of
the rest of the code, this is a rather crude assumption. The metallic absorptivity typically increases with temperature, as noted
in Appendix B. Hence we adopted the strategy of making runs for various choices of the absorptivity a and comparing the
material edge temperature (averaged over position and time) with that associated with the given absorptivity. For steel, the
resulting best choice was o~ - 0.4, as illustrated in Fig. 15. This time-consuming procedure was not repeated with
aluminum, for which we simply used ~x = 0.5.
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Fig. 12. Density distribution in the steel coupon during the second pulse, as calculated by CALE, at times of approximately
1/3, 2/3, and full pulse length (122, 245, and 366 Ms). The color scale gives the logarithm of the density normalized by the
normal solid density.
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Fig. 13. Removal versus pulse number, on the steel coupon.

Pulse #

0.3

E
U
I,...

0.2 --

0.1

0.0
I

-800 -600 -400 -200 0

z (microns)

Fig. 14. Final density profiles of the first three pulses on the steel coupon, according to CALE.
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Fig. 15. Solid line: model of steel absorptivity for 1-#m light (solid line). The dotted line shows average edge
temperatures, as calculated by CALE, for four assumed values of the absorptivity. The curve for absorptivity by aluminum
is similar to that for steel
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Second, the role of the liquid requires further study. The liquid layer (defined roughly in terms of density) is thin and poorly
resolved, and it shows no sign of radial motion in response to pressure gradients. One explanation might be an insufficiently
fine mesh. Another possible explanation is that, while CALE has equation-of-state information regarding the phases and
transition energies, it treats the liquid as inviscid. For liquid iron near the melting temperature, the shear viscosity is about
0.06 poise13 (accurate to about 20%), . .... -3 2corresponding to a kinematic viscosity of 8x10 cm/s. The kinematic viscosity is
about the same for aluminum, and it is also comparable to that of water at standard conditions. Estimating the Reynolds
number based on a liqUid width of 10 txm and a speed of 103 crn/s, we have Re - 100. This will increase above the melting
point, since the liquid viscosity decreases exponentially with temperature (for Fe, by a factor of two at 300 deg above
melting), but it seems unlikely that Re would be sufficiently high to trigger hydrodynamic instabilities. This reasoning led
us to justify an inviscid treatment. It might be the case, nevertheless, that viscosity plays a discernible role in the liquid
dynamics.

Surface tension is also neglected by CALE. In its absence, we would expect that (1) the dynamics of the melt surface would
be inaccurate, (2) bubbles within the melt would not be properly described, and (3) condensation in the vapor would 
impossible. The first two effects might prove significant, but the third would not affect material removal, as long as the
condensation did not significantly absorb the beam. As we noted earlier, the CALE results show no condensation in the
vapor.

A final issue, not particular to CALE itself, is that the equations of state employed herelz are sparse in the thermodynamic
regime of interest. We have adjusted a few points to avoid anomalies of interpolation. However, it would be desirable to have
complete, reliable tables for our regime.

I
I

I

CONCLUSIONS

We have described simulations of metal coupon tests by the 3-slab heat capacity testbed laser at LLNL. Two models were
discussed -- a 1D model (THALES) simulating removal by vaporization, and a 2D model (CALE) simulating removal 
the unified hydrodynamics of the solid/liquid/vapor systemTM. The first model was found to be insufficient to explain the
observed removal. The second model, which was considerably more complicated, gave results fairly consistent with
experiment. It is reasonable to believe that more refined treatments will also involve a multidimensional hydrodynamic code.
Such treatments should include a more realistic absorption model and, ideally, effects of viscosity and surface tension.

!
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APPENDIX A. SOME DETAILS OF THALES

This appendix gives some further details regarding the THALES model4. In the condensed matter, the model employs the
1D thermal conduction equation

pcOT__= ~ OT__
Ot ~z Oz’

with A the thermal conductivity. The melt surface moves according to the difference of heat fluxes at the

boundary, p Hm~ = - [~. ~T / ~z~, where H,, is the latent heat and the z coordinate increases from the solid to the liquid

(to the right in Fig. 2). In the vapor, the code solves the 1D hydrodynamic equations for the mass density p, the 
component of the velocity field u, and the temperature T, which are

~-i-+ ~z pU) = O,

p ~+u u+ ~._-0,

[ ~). ~-: z~ + ~
with C, the specific heat per unit mass at constant volume, and ~¢ the optical absorption coefficient. In this problem, the
vapor is too cool to radiate appreciably. For sufficiently high temperatures (T - 1 eV), a surface blackbody loss term 
included in the energy equation.

The incident laser intensity satisfies

(~
’t-- C ~__)/(+) = --CK" (+) ,

and a similar equation with opposite spatial derivative holds for the reflected intensity. Absorption in the vapor, as embodied
in the function/C(p, T) , is treated in detail in THALES. However, this is unimportant in the problem at hand since the

relatively low irradiance allows the vapor to remain transparent.

In the region of compressed air, the hydrodynamic equations again apply. Since the dissociation and ionization energies are
high, the thermodynamics of air is handled simply via an effective y= 1.4. At the shock front, the fluid velocity and density
are related to the overpressure P" = P / P0 - 1 via the Rankine-Hugoniot relations

¯
p,]-,,~u = c°P_~I + (y + 1)

7L , 27-~J ’

P=Po l+(y+l) + (y-l) 

with the subscript o referring to ambient air. The speed of the shock front is

£k = +(y+l
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The overall numerical approach in THALES is to convert the equations of the model into a system of ordinary differential
equations in time by suitably differencing the spatial terms, and then to advance the ODEs via a variant of the LSODE solver
package15. To handle the moving melt, vaporization, contact, and shock surfaces, we introduce dimensionless coordinates in

each phase. Thus in the vapor we take ~ = (z -zv)/(z c - Zv) , with zv and zc the coordinates of the vaporization surface

and contact surface, respectively. When the time and space derivatives are transformed to these coordinates, the moving
boundaries are eliminated in favor of a nonlinear convective term. The equations are differenced in space with an Eulerian grid
in ~. The method of differencing employs the pseudocharacteristic method of linesa6. Finally, to stabilize possible large
gradients, artificial " " ,7viscosity terms are added to the velocity and temperature equations.

APPENDIX B. ABSORPTION MODEL

At the surface of the condensed matter, light is absorbed according to the empirical absorption coefficient. This generally
18 ¯ -increases with frequency and temperature, but the available data are scattered and limited to low temperatures, where surface

preparation is important. Hence a primitive temperature-dependent model was employed. For perpendicular incidence, the
absorption coefficient has the form

tx =1- n-1

with n the complex index of refraction. In MHD with a single electron collision frequency v, this is given by

f~2
nz (co) = 1 - ...~..(1 + iv / co)-~

co"

where o9 is the light frequency and ~p is the plasma frequency. The electron density is taken as the condensed number

density, with the appropriate number of valence electrons. The collision frequency was assumed to increase as T1/2

corresponding to a reaction rate with a constant cross section. The coefficient was chosen so that the absorptivity matched the
measured absorptivity at the highest available temperature and at a frequency near that of 1-~tm light. The resulting
absorptivity for iron, as a function of temperature (Fig. 15), increases from slightly more than 0.2 at room temperature 
slightly less than 0.5 at 5000 C. For aluminum, extrapolation of the very scattered data gives an unrealistically low value at
a few thousand degrees. Hence the fit was adjusted to give about the same absorptivity as steel. While these choices appear
reasonable, the absorption model should certainly be improved. Most helpful would be data at a temperature of a few
thousand degrees.
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o SPECIAL PROJECT: LASER MATERIAL
PROCESSING

RESARCH ACTIVITY HIGHLIGHTS

I Laser Peening Increases the
Corrosion Resistance of Metal

In a joint research effort with the Yucca
Mountain Project (YMP), we are evaluating
laser peening (Figure 1) as a technique 

I
I
I
I
I
I
I

Figure 1. LLNLs LasershotSM Peening System.

improve the corrosion resistance and service
lifetime of metal canisters designed for final
disposal of high-level radioactive waste, dis-
mantled reactors, and retired weapon compo-
nents. Nuclear waste around the country will
be stored underground’ at Yucca Mountain in
welded canisters of Alloy 22. These canisters
are required to last 10,000 years without leak-
age. However, the process of welding the end
caps on these canisters can cause tensile stress
that allows defects to grow into cracks and
accelerate corrosion. Previous work (see
August 2000 LS&T Program Update) demon-
strated that laser peening can transform tensile
stress into compressive stress deep into the
material and prevent the growth of such cracks.
In recent tests, we found that laser peening not
only stops crack propagation in welds, it also
retards the overall corrosion rate of metal.

By optimizing the process parameters such
as laser pulse duration (10 to 30 ns), fluence
intensity (50 to 300 J/cm2 ) and number of
treatment pulses, we were able to induce com-
pressive stress deep into the metal. Figure 2
shows the residual stresses induced by laser
peening on titanium measured at various depth
levels. Compressive residual stress extending
to depth of several millimeters is achieved with
the laser pulses at various fluence intensities.

We have conducted a number of stress-cor-
rosion cracking (SCC) and surface corrosion
experiments on 304 and 316 stainless-steel

Depth of stress (10a Inches)

Figure 2. Laser peening induces compressive stress
on titanium.

weld. Figure 3 shows results from 304 stainless
specimens bathed in 40% MgCl2 solution at
160°C, which accelerates cracking and corro-
sion. On the unpeened weld, cracks perpendic-
ular to the weld developed within 24 hours,
while no observable cracks were detected on
the peened weld even after weeks of exposure.

We have also assembled a high-tempera-ture
reactor to perform SCC experiments on large-
size (foot-scale) test samples. Two foot-scale
stainless-steel welds were tested. The first

I
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Figure 3. Laser-peened 304 stainless-steel weld on
the right showed no cracking even after a week in
160iC MgCl2 solution.

experiment was on a seam-weld made by two
pieces of 12- x 5.5- x 0.5-in. 316 stainless
steel. One side of the welds was laser-peened
and the other side of the same weld was not.
Two bottomless Erlenmeyer flasks were used

to boil the MgCl2 solution at 156°C. The
unpeened weld area showed cracks and corro-
sion within 5 days, while the laser-peened weld

area showed no signs of cracking or corrosion
even after l0 days of exposure. This result is
consistent with the electrochemical data
obtained by French researchers earlier [E Peyre
et al., Materials Science and Engineering,
A280, 294-302, (2000)]. Laser peening appears
to increase the free corrosion potential and
reduce the passive current densities of metal.

The second experiment was conducted on a
similar size of 316 stainless steel weld. Laser
peening was performed on a selected area of
the welds. A foot-scale bottomless Erlenmeyer

flask was used to hold the MgCI2 solution over
both the peened and unpeened areas. After 5
days bathed in the boiling MgC12 solution,
cracks developed on the surface at the
unpeened area while the laser-peened area
showed no observable cracks. Cracks originat-
ing from the unpeened area appeared to propa-
gate, bypass, and cease at the peened zone (see
Figure 4).

Our experiments demonstrated that laser
peening can significantly improve the resis-

tance of metal to stress-corrosion cracking and
surface corrosion. We are working closely with
industry to commercialize this technology.
Besides nuclear waste disposal, the U.S. indus-
try could apply this technology to improve
reactor safety and reliability and to extend the

UCRL-ID-134972-01

Figure 4. Laser-peened area of a welded 316 stain-
less steel showed no observable cracks even after 5
days in 156iC MgCI2 solution.

operational life of reactor components (inter-
nals, tubes, bolts, and pins) so that boiling-
water reactors and pressurized water reactors
will have a higher service life and lower oper-
ating cost.

Joint Research Develops Laser
Peenforming A New
Precision Metal-Forming
Technology

In a collaborative effort with Metal
Improvement Co. Inc, of Paramus, N.J., we are
evaluating the effectiveness of laser peenform-
ing to precisely form metal panels for
aerospace and defense applications. Using a
kilowatt-class pulsed Nd:glass laser, we are
able to selectively place residual compressive
stress into the surfaces of thick metal panels to
form them into precise and complex shapes
without yielding the metal and leaving both
surfaces in crack-resistant compressive stress
state.

Similar to the laser peening process origi-
nally developed for increasing fatigue and cor-
rosion resistance of metals, the peenforming

technique, recently developed by LS&T, uses a
high-energy and high-intensity solid-state laser
to impress a deep level of residual stress into

selected surfaces of the metal. The strain asso-
ciated with the compressive residual stress
causes the treated surface to elongate, effec-
tively curving the metal within the peened area.
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By optimizing the process parameters such as
laser fluence (-100 J/cm2), intensity
(5 to 10 GW/cm2), and number and location 
treatment pulses, we are able to precisely form
a broad range of aluminum alloys to contours
and shapes that could not be adequately made
using conventional methods.

Figure 5 shows three aerospace-grade 2024-
T-3 aluminum alloy plates 1 in., 3/4 in., and
5/8 in. thick formed by the laser peenforming
technique. We were able to form them to pre-
cise curvatures and bend radius by adjusting
the laser peening parameters and peening loca-
tion. We have also formed a 5/8-in.-thick alu-
minum plate (Figure 6) into a precise saddle
shape with 150-in. radius of curvature concave
and convex on alternating surfaces.

Forming is critically important to the fabri-
cation of structural wing skins for large corn-

works well but is limited to only 7000 series
aluminum to which age creep forming can be
applied. The process is not precise, and parts
have to be repeatedly treated and checked in a
forming jig until the fit meets specification.
Using laser peenforming, one could potentially
make the 40-meter outer skin of an airplane
wing fit precisely onto its frame with just one
or two treatments.

The laser peenforming process will dramati-
cally change aircraft manufacturing in terms of
cost and efficiency as well as the introduction
of a new capability to the design and forming
of metal components. The ability to form large
structural members using lighter-weight panels
and fewer joints can significantly reduce air-
craft weight and increase payload and fuel effi-
ciency. We are working closely with industry
to commercialize this technology.

AI 2024-T-3 Bend Radius

in. = 62 in./1.58 m

in. = 112 in./2.8 m

in. = 158 in./4.0 m

Figure5. Thick aluminum metal sections have been formed by laser peenforming without yielding the metal and
leaving both surfaces in a crack-resistant compressive stress state.

mercial and military aircraft. Many
components on aircraft such as wing skins, ele-
vator and rudder panels, and winglets need to
be formed to precise complex curvatures both
to meet aerodynamic requirements and to fit
precisely on the airframe for stress-free fasten-
ing. These structural components cannot be
bent using conventional hydraulic or other
force forming techniques because bending
causes undesirable yielding of metal. Metal.
yielding causes loss of mechanical strength and
always leaves surfaces in tension, thus suscep-
tible to fatigue fracture and corrosion cracking.
In the past, the aerospace industry has used an
iterative forming process (repeated mechanical
shot peening and thermal age creeping) to form
and shape metal panels. This iterative process

Figure 6. A 5/8-in.-thick 2024 T-3 aluminum plate
formed to a saddle shape by laser peenforming.
Laser peenforming can form metal panels with com-
plex curvatures.

I
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ABSTRACT

Measurements of the distribution of residual stress with depth from the surface in laser peened coupons were made in a high-
strength aluminum alloy. Residual stresses were measured using slitting (also known as the crack compliance method).
Measurements were made on several coupons to: compare laser peening (LP) and shot peening residual stresses; ascertain the
influence of several LP parameters on the residual stress imposed; determine whether tensile residual stress existed outside
the peened area; assess the variation of residual stress with in-plane position relative to the layout of the laser spots used for
peening; and, determine the importance of a uniform spatial distribution of laser energy within the laser spot. Residual stress
0.1 mm from the surface due to LP and due to shot peening were comparable and the depth of the compressive stress for LP
was far greater than for shot peening. Variations of most LP parameters did not significantly alter residual stress at shallow
depths. Residual stresses adjacent to the peened area were found to be compressive. Decreased levels of surface residual
stress were found when laser spots had a non-uniform distribution of laser intensity.

INTRODUCTION

Laser peening is an emerging surface treatment, capable of imparting compressive surface residual stress and improving the
resistance of components to fatigue failure. While the general mechanical concept is similar to conventional shot peening,
laser peening (LP) offers certain advantages. First, LP leaves a more desirable surface than does shot peening (SP) [1,2]. 
improved surface condition may result in improved resistance to fatigue crack initiation. Second, while LP and SP create
residual stresses of similar magnitude, the compressive stresses extend far deeper from the surface for LP [3], thereby
offering improved resistance to the growth of near-surface, macroscopic cracks. These two characteristics may therefore lead
to significant improvements in fatigue life of treated components. This work presents measurements of the distribution (or,
"profile") of LP-induced residual stress with distance from the surface under a variety of processing conditions, for a high
strength aluminum alloy used in aerospace structure (7049 T73). The term "measure" is used throughout this paper;
technically, however, released strain is measured while residual stress is determined via an inverse elastic analysis.

Potential improvements in fatigue life make LP an attractive process, but its adoption will likely depend on verifying its
performance relative to current surface treatments. Because SP is the most common surface residual stress treatment for
aerospace structure, effects of LP are often compared to effects of SP. Considering that the beneficial effects of either type of
peening on fatigue life are primarily due to the near-surface residual stress, the first objective of this paper is to compare the
residual stress profile produced by LP to that produced by SP in 7049 T73 aluminum.

The residual stress profile due to LP is influenced by several process variables. One basic process parameter is the energy
density, or "fluence", of the laser pulse. A second important parameter is the size of the laser spot. A third important
parameter is the number layers of peening applied to a component and, for multi-layer peening, a fourth important parameter
is the spatial offset, or "overlap", from one peening layer to another. The influences of these process variables on the
resulting residual stress profiles produced by LP are not wholly understood. Therefore, the second objective of this paper is to
assess the variation of the LP-induced residual stress profile with changes in laser energy, laser spot size, and layer overlap.
Since residual stresses must be in equilibrium, tensile residual stress must exist somewhere in a part containing compressive
residual stress. The third objective is to examine the in-plane variation of residual stress adjacent to a laser peened area to
determine whether tensile residual stresses are present. Since the physical scale of LP is far larger than that of SP (LP spots
are a factor 10 to 100 larger than SP impacts), the fourth objective of this paper is to determine the in-plane variation of
residual stresses the LP area. To assess the effect of non-uniform laser energy on the residual stress profile, the final objective
is to examine LP residual stresses when one comer of laser spot was systematically degraded.
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METHODS

The objectives described above were addressed by measuring residual stress in a series of coupons peened in various ways.
Residual stresses were measured by relaxation, using the slitting method (also called the compliance method or the crack
compliance method).

Slitting. The general procedure for slitting is to gradually extend a slit into the specimen surface and measure near-slit
strain as a function of slit depth. Strain due to slitting was measured using a metallic foil gage placed near the slit (Figure 1)
and the slits were cut using wire electrical discharge machining (EDM). Strain versus depth data were then input to 
inverse elastic analysis to compute the variation of pre-slit residual stress with depth from the surface (i.e., the stress profile).
The inverse elastic analysis assumed a finite slit in a semi-infinite half-space, as described by Prime and Finnie [4]. The
analysis accounted for the finite slit width W, gage length Lg, and gage position s (Figure 1). Further details on the slitting
method are omitted for brevity, but have been summarized by Prime [5].

Stress profiles for each measurement were preliminarily calculated for polynomial orders of 0th through 7’h order. The
polynomial order for the stress expansion was selected for each set of measured strain data by considering the root mean
square of the error between measured strain and the fitted strain. Low-order polynomial series generally exhibit high strain fit
error, and increasing order decreases error only for a limited number of terms. Including excessively high order terms results
in a system with poor numerical conditioning, which magnifies the effect of experimental error on the calculated residual
stress. Order selection and error estimation were recently discussed by Hill and Lin [6].

Careful attention was paid to several aspects of the experiments. Strain gages had Lg = 0.79 mm and gage locations were
at least 2 cut depths from coupon edges, along the slit. A waterproofing system consisted of a layer of acrylic covered by a
layer of paraffin wax and protected the gages from water used for EDM. The gage positions s were nominally 1.8 mm, which
allowed room for the coatings. Rankin et al [7] described further experiment details.

Measurement Sites. Seven coupons were used to address the five objectives described above. These coupons were cut
from a single 7049 T73 aluminum forging. A commercial provider performed shot peening to AMS-S-13165, using 0.48-
0.71 mm cast steel shot, 200% coverage, and 0.010A-0.014A Almen intensity. LP was performed on a novel Nd:glass, flash
lamp pumped laser. The laser system is capable of an average power of 600 W, pulse width of 10 to 100 us, pulse energy of
up to 100 J and a repetition rate of up to 6 Hz. Details on a similar laser system were previously reported by Dane et al [8]
and a discussion of its use for LP was reported by Hammersley et al [9]. The LP parameters used for each of the seven
coupons are listed in Table 1 (which also has a listing of the measurement sites on these coupons, described below). Initial
measurements of residual stress were made on treated rectangular surfaces with planar dimensions 9.5x50 mm and with
coupon thickness of 25 mm (coupons 5ST and 6LT). All other coupons were 9.5 mm thick and had planar dimensions at least
25x38 mm.

Table 1: Experimental coupons and measurement sites

Fluence Pulse widthCoupon Site(s) [J/cm2]
1 [ns]] 2 Ins]

i

5ST 0-S ......
6LT 0-L 60 18 18

1 60 17 124A
2 45 17 12

4AT 3 60 17 12
6AT 4 - 6 45 17 12
6A 7a - 9a 45 17 12

7AT 10a- 13a 45 17 12

Size
[mm]

5
5
5

3.2

5
5
5

Overlap
[% size]

Purpose or Effect

SP residual stress

Compare LP to SP
Shortened second pulse
Reduced laser energy

Reduced spot size

10
10
10
10
50 Adjacent to edge of LP area
5O
5O

In-field variations
Conrer-attenuated laser spots

Residual stress profiles were measured at fifteen sites on the seven coupons. A schematic representation of all
measurement sites within the laser peening fields is shown in Figure 2. Note that the figure shows the sites relative to the
laser spot layouts employed in peening and does not indicate the proximity of the sites to one another. A double ellipse
denotes each site, where the center indicates the measurement location and the major axis lies along the slit direction.

The collection of coupons and measurement sites (Table 1 andFigure 2) was capable of addressing the five objectives 
the present work. Results at sites 0-S and 0-L allow a comparison between SP and LP residual stress profiles. Measurements
at sites 1, 2, and 3 compare the effects of laser pulse fluence (laser energy per spot area) and laser spot size on the residual
stress profiles. Comparison of results at site 0-L and site 1 shows the effect of a smaller second-layer pulse width (18 ns for
site 0-L and 12 ns for site 1; the 1 ns difference of the first pulse was assumed to be insignificant). Comparison of results for
site 2 with those of site 7a shows the effect of layer overlap. Results at sites 4, 5, and 6 show the in-plane variation of the
residual stress profile adjacent to the laser peened area. Sites 7a, 8a, 9a, and 1 la investigate the in-plane variations of the
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residual stress profile within the peened area. Peening on coupon 7AT was performed with one comer of the laser spot
intentionally attenuated (masked) as shown in Figure 2(d), comparison of the results at sites 10a and 1 la with those at 
and 13a shows the effect of spatially uniform laser energy.

Strain "
s

Gage

Figure 1: Strain gage installation schematic
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RESULTS

Stress profiles for SP and for variations in LP process parameters show interesting trends (Figure 3). Results at sites 0-S and
0-L indicate that compressive residual stress extended far deeper into the surface for LP than for SP (Figure 3(a)), but that 
generated a larger compressive residual stress close to the surface. Decreasing the pulse width of the second-layer from 18 to
12 ns increased the near-surface residual stress to a similar magnitude as produced by SP (compare Figure 3(a) and (b)).
Reducing the laser fluence from 60 to 45 J/cm2 resulted in residual stress that was of similar magnitude near the surface, but
that decreased more rapidly with distance from the surface (Figure 3(b)). Laser spot sizes of 3.2 and 5.0 mm produced 
similar residual stress profiles (Figure 3 (c)). Coupons treated with 10% and 50% layer overlap had similar levels of residual
stress close to the surface, but the residual stress decreased more rapidly with depth for 10% overlap (Figure 3(d)). In general,
residual stress at the surface can be as high with LP as for SP, while the depth of the compressive residual stress is far greater
for LP than for SP.
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Stress adjacent to the peened area was significantly lower than that within the peened area (Figure 4 (a)). Both near 
below the surface, the residual stress magnitude decreased with distance from the peened area. No tensile residual stresses
were found outside the peened area.

Variations of the residual stress profile within the peened area were limited to the near-surface region (Figure 4(b)). 
highest surface residual stress was found at the edge of a layer-two spot (site 9a), but because results are not available for all
sites at shallow depths, it is not possible to conclude which location had the highest or lowest surface stress. In the region
between 0.10 and 0.20 mm, the largest stresses occurred at the center of a layer-two spot (site 7a) with the difference between
sites being as much as 100 MPa. Below 0.60 mm, all locations had similar stress profiles.

The effects of comer attenuation were also limited to the near-surface region (Figure 4 (c)). At the edge of a layer-two
spot (sites 10a and 12a), residual stresses at depths less than 0.30 mm were significantly altered by comer attenuation, with
the attenuated site having much lower stress close to the surface. At the center of a layer-one spot (sites 11 a and 13a), near-
surface residual stresses were unaffected by comer attenuation.
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Figure 4: (a) Residual stress adjacent to a laser peened area, (b) in-plane variations of the residual stress profile, and 
residual stress with and without corner attenuation
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DISCUSSION
Several of the key findings mentioned above may have important implications for potential LP applications. Compared with
SP, compressive surface residual stresses due to LP were of similar magnitude near the surface and extended far deeper into
the surface of the component (Figure 3(a)). The greater depth of compressive residual stress for LP has previously been found
to enhance fatigue performance to a greater degree than occurs with SP [3,9-11].

Near-surface residual stresses due to LP were significantly affected by only a single parameter. Residual stress at depths
less than 0.20 mm were significantly increased when the pulse width for the second-layer laser was decreased from 18 to
12 ns (compare results at site 0-L and site 1 in Figure 3). Other parameter variations produced little change in near-surface
stress (Figure 3), indicating that near-surface stress was robust to variations of fluence, spot size, and layer overlap.

Residual stresses at depths between 0.20 and 0.60 mm were significantly affected by both laser fluence and layer overlap.
Higher compressive residual stresses were found in this depth range with increased fluence and with increased layer overlap.
The amount of the residual stress increase for both parameters was largest near a depth of 0.40 mm and was approximately
75 MPa in each case.

The fact that surface tensile residual stress was not found adjacent to the laser peened area near the surface suggests that
LP should not have detrimental effects on fatigue performance. However, the results here may not be representative of what
occurs in other geometries. Further, it may be that surface tensile residual stress exists further from the peened area than
examined here.

The results show that in-plane variations of residual stress did exist within the laser peened area (Figure 4 (b)), which
suggests that fatigue cracks may initiate and grow at preferred locations (i.e., at areas of lower magnitude stress). It would
therefore be of value for LP fatigue test programs to incorporate fractographic evaluation to determine whether in-plane
variations of residual stress lead to preferred sites for crack initiation and growth.

Since one location in the intentionally attenuated field had a significantly reduced residual stress (compare site 10a with
site 12a, Figure 4 (c)), applications of LP should be careful to ensure a uniform spatial distribution of laser energy in the laser
spots used for peening.
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